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Conference Information

Message from the General Chair

It is my delightful duty as General Chair to sit at my kitchen table here in San Francisco and write
these words welcoming you to the 58th Annual Meeting of the Association for Computational Linguis-
tics.

Our conference this year is of course very different than in the past; I'll be attending the conference
from my kitchen table as well. This is our first experience of ACL as a virtual conference, a shift due to
a great trial to all of us, the COVID-19 virus.

Our hope in designing this year’s conference was to draw strength from this tragedy and come to-
gether as a community. We wanted the conference to offer a beacon of inclusion, making it much
easier for people all over the globe, whatever their resources or backgrounds, to come to share their
knowledge and learn from each other, in a safe, welcoming, and exciting environment. And we wanted
the conference to offer a message of sustainability, proving that even without the environmental costs
of thousands of people flying around the globe, and despite the lack of face-to-face cameraderie that
helps bind us together, we could nonetheless send our words and thoughts and around the globe and
build something together in another way.

Our challenge was to do so in a few months, and with little prior experience of our own. I am so
proud of our program chairs Joyce Chai, Natalie Schluter, and Joel Tetreault, and the entire organizing
committee, for rising to the challenge and putting together this wonderful meeting.

We have many people to thank. Joyce, Natalie, and Joel, as is our ACL custom, bore the brunt
of the organizational burden, and managed beautifully despite all the simultaneous demands of the
whirlwinds of their daily work and home lives. The unflappable and wise Priscilla Rasmussen. The
amazing 52-person organizing committee, who all turned on a dime to make the conference work
virtually: Local Chairs (Jianfeng Gao, Luke Zettlemoyer), Tutorial Chairs (Agata Savary, Yue Zhang),
Workshop Chairs (Milica Gasi¢, Dilek Hakkani-Tur, Saif M. Mohammad, Ves Stoyanov), Student Re-
search Workshop Chairs (Rotem Dror, Jiangming Liu, Shruti Rijhwani, Yizhong Wang), Faculty Ad-
visors to the Student Research Workshop (Omri Abend, Sujian Li, Zhou Yu), Conference Handbook
Chair (Nanyun Peng), Demonstration Chairs (Asli Celikyilmaz, Shawn Wen), Diversity and Inclusion
Chairs (Cecilia Ovesdotter Alm, Vinodkumar Prabhakaran), Diversity and Inclusion Sub-Committee
Chairs (Academic Inclusion Chairs: Aakanksha Naik, Emily Prud’hommeaux, Alla Rozovskaya; Acces-
sibility Chairs: Sushant Kafle, Masoud Rouhizadeh, Naomi Saphra; Childcare Chairs: Khyathi Chandu,
Stephen Mayhew; Financial Access Chairs: Allyson Ettinger, Ryan Georgi, Tirthankar Ghosal; Socio-
cultural Inclusion Chairs: Shruti Palaskar, Maarten Sap), Local Sponsorship Chairs (Hoifung Poon,
Kristina Toutanova), Publication Chairs (Steven Bethard, Ryan Cotterell, Rui Yan), Virtual Infrastruc-
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ture Chairs (Hao Fang, Sudha Rao), Virtual Infrastructure Committee (Yi Luan, Hamid Palangi, Lianhui
Qin, Yizhe Zhang), Publicity Chairs (Emily M. Bender, Esther Seyffarth), Sustainability Chairs (Ananya
Ganesh, Klaus Zechner), Student Volunteer Coordinator (Marjan Ghazvininejad), Website Chairs (Sudha
Rao, Yizhe Zhang)

The ACL Executive Committee gave excellent guidance and advice. Extra-special thanks to ACL Of-
ficers Nitin Madnani, Matt Post, and David Yarowsky. We drew heavily on the infrastructure pioneered
by Sasha Rush and the ICLR organization committee at ICLR 2020, together with lots of advice from the
organizers of other virtual conferences and the ACM.

We are, as always, extremely grateful to our sponsors, listed on the previous page.
And finally, thanks to you, the thousands of members of our community who made this confer-

ence possible by writing papers, recording talks, reviewing and area chairing the papers, being invited
speakers, and perhaps most important, by reading

Dan Jurafsky
ACL 2020 General Chair
July 2020




Message from the Program Committee Co-Chairs

Welcome to the 58th Annual Meeting of the Association for Computational Linguistics! ACL 2020
has a special historical significance as this is a particularly exciting period for our field: our field has
grown dramatically, NLP research is now ubiquitous in products, and the barrier to entry to the field
has lowered considerably. Finally, ACL 2020 is the first ever virtual conference in the community’s his-
tory. As the world combats the COVID-19 pandemic we are very grateful for all of your support and
contributions which make ACL 2020 exciting and memorable.

ACL 2020 received 3,429 submissions—an all-time record for ACL-related conferences! This number
represents more than a two-fold increase in submissions from just two years ago. The submissions
were assigned to one of 25 topic tracks. This year, we introduced four new tracks: (1) Ethics and NLP.
Research to assess the associated ethical assumptions and consequences of our NLP applications is
crucial as these NLP applications become more and more pervasive and impactful in our society. (2)
Interpretation and Analysis of Models for NLP. As the community strives to push performance bound-
aries, understanding behaviors of state-of-the-art models becomes critical. (3) Theory and Formalism
(Linguistic and Mathematical). The creation of this track reflects that theoretical research in NLP be-
longs at ACL and ensures a group of dedicated reviewers for the fair assessment of theory papers. (4)
Theme: Taking Stock of Where We’ve Been and Where We’re Going. The last few years have witnessed
unprecedented growth since the field began over sixty years ago. This track is designed to invite sub-
missions that can provide insight for the community to assess how much we have accomplished today
with respect to the past and where the field should be heading.

To meet the reviewer demands of a growing conference without compromising review quality, we
initiated a large-scale reviewer recruiting effort. All authors, except for those who explicitly chose to
opt-out due to various reasons, were required to review if called upon. We asked all authors to fill
out both a global profile and a local profile form that would allow the review system to best detect
conflicts of interest (COIs) and to match submissions to reviewers. We thank the overwhelming support
from the community. This effort led to a pool of more than 11K candidate reviewers, from which 2,519
primary reviewers were called upon and participated in the review process. Together with Senior Area
Chairs (SACs), Area Chairs (ACs), primary reviewers, and secondary reviewers, we have the largest ever
program committee in the history of ACL with 3319 members, marking a 47% increase over ACL 2019
(2,256 members).

In addition, we launched a new pilot mentoring program. It is of central importance for our com-
munity to mentor and train our new reviewers in order to keep up with the community’s rapid growth,
both in terms of submissions and in terms of new members of the community, and in order to maintain
review quality. In this mentoring program, we pair Area Chairs with mentees (often a Ph.D. student, or
ajunior researcher who has just graduated) during the review process. The goal is to provide mentoring
to new reviewers. The response was very positive. Over 280 ACs and 290 junior reviewers participated
in the program. The results of this pilot will inform ACL on constructing more scalable mentoring ef-
forts in the future.

After the review process, 779 papers were accepted which includes 571 long papers and 208 short
papers. The acceptance rate is 22.7% based on 3,429 submissionsE]As in previous years, the acceptance
rate for long papers is higher than that for short papers (25.4% vs. 17.6%). Overall, ACL continues to
be a highly competitive conference. From the accepted papers, and based on the nominations from
Senior Area Chairs, five award-winning papers were selected by a best paper committee, including one
best paper and one best theme paper.

Continuing the tradition, ACL 2020 will also feature 31 papers that were published at Transactions
of the Association for Computational Linguistics (TACL) and, for the first time in ACL history, 7 papers
from the journal of Computational Linguistics (CL). Another highlight of our program is the two exciting
keynote talks: one by Professor Kathleen McKeown from Columbia University, and the other one by
Professor Josh Tenenbaum from MIT.

I Removing the 29 desk rejects and 312 withdrawals, the acceptance rate becomes 25.2%
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Putting together a program for the virtual conference is a new challenge this year. We are fortunate
that we were able to learn a lot from ICLR which had a virtual meeting ahead of us. One main issue
was making the program accessible to attendees/authors from different time zones. Inspired by the
ICLR model, we structured the program with pre-recorded video presentations and live Q&A sessions
for individual papers. We thank the authors for providing us their time-slot preferences in a timely
manner. Our plenary sessions include live-streamed keynote talks and Q&aAs, award ceremonies, and
business meetings.

ACL 2020 would not be possible without the support from the community. There are many people
we would like to thank for their significant contributions!

¢ Our awesome 40 Senior Area Chairs who were instrumental in every aspect of the review pro-
cess. For many of them, the scope of their responsibilities was equivalent to chairing a mini-
conference. We could always count on them for their input to final decisions, selection of best
papers, and outstanding reviewers.

¢ The 299 Area Chairs who led paper review discussions, wrote meta-reviews, and mentored ju-
nior reviewers.

¢ Our 2,519 primary reviewers and 458 secondary reviewers who provided valuable feedback to
the authors. Special thanks to those who stepped in at the last minute to serve as emergency
reviewers.

¢ Our fantastic Best Paper Committee: Christy Doran (chair), Chris Callison-Burch, Yvette Gra-
ham, Julia Hirschberg, Rebecca Hwa, Min Yen Kan, Emily Pitler, Dragomir Radev, Philip Resnik,
and Yulia Tsvetkov for selecting five award-winning papers under a tight schedule.

¢ ACL Executive Review Committee. In particular, Amanda Stent and Arya McCarthy for mak-
ing the COI detection software available and Graham Neubig for the automatic reviewer-paper
assignment software. These tools were instrumental in assigning papers to reviewers.

¢ Our student assistants Shane Storks, Sayan Gosh, Tianchun Huang, Sky Wang, and Tianrong
Zhang who helped check the compliance of every single submission.

e Our 7,711 authors who submitted their work for review at ACL 2020. Although we were only able
to accept a fraction of the submissions, their hard work makes this conference exciting and our
community strong.

¢ TACL editors-in-chief Mark Johnson, Ani Nenkova, and Brian Roark, TACL Editorial Assistant
Cindy Robinson, and CL Editor-in-Chief Hwee Tou Ng for coordinating TACL and CL presenta-
tions with us.

¢ The Program co-Chairs of ACL 2019, Anna Korhonen and David Traum; of NAACL 2019, Christy
Doran and Thamar Solorio; of EMNLP 2019, Jing Jiang, Vincent Ng, and Xiaojun Wan for gener-
ously sharing their experience, documentation, and advice in organizing ACL conferences and
for answering our questions, often on short notice.

¢ Our Publication Chairs, Steven Bethard, Ryan Cotterell, and Rui Yan, for a smooth transition to
the production of the final proceedings.

Matt Post, the ACL Anthology Director, for his always fast response to our questions.

¢ Our Publicity Chair, Emily Bender, and our Web Chairs, Sudha Rao and Yizhe Zhang, for effec-
tively communicating conference updates and other useful information.

¢ Infrastructure Chairs, Hao Feng and Sudha Rao, for taking a heavy load of moving our program
online; and Hamid Palangi and Lianhui Qin for coordinating presentations with SlideLive.

4
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* Rich Gerber at SoftConf, who was always quick to respond to our emails and resolve any diffi-
culties we encountered with the START system.

Priscilla Rasmussen for helpful discussion and insight into organizing an ACL at this scale.

¢ ICLR chairs, especially Alexander Rush, Shakir Mohamed, and Kyunghyun Cho, for sharing with
us many invaluable tips for running a virtual conference.

¢ ACL Executive Committee, especially Hinrich Schiitze, the ACL president, and Barbara Di Eu-
genio, the liaison for conferences to help us sort through policy issues.

¢ Our students, interns, postdocs, colleagues, and families. Sorry for ignoring you the past year.
We're back!

¢ And last but not least, our General Chair Dan Jurafsky. He has been open-minded and support-
ive, giving us the flexibility to innovate while providing an invaluable sounding board, and of
course, successfully led the massive turn-around of ACL as a physical conference into a virtual
one in just a few short months.

Our deepest gratitude to all of you. We hope you will enjoy this new conference experience.

Joyce Chai, University of Michigan
Natalie Schluter, Google Brain and IT University of Copenhagen
Joel Tetreault, Dataminr

ACL 2020 Program Committee Co-Chairs
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Lhoneus, Slav Petrov, Stephan Oepen, Weiwei Sun

Theme
Marilyn Walker (taking over for Ellen Riloff), Donia Scott, Johan Bos, Luke Zettlemoyer, Philipp




UTC+0

Koehn, Raymond Mooney

Theory and Formalism in NLP (Linguistic and Mathematical)
Daniel Gildea, Alexander Koller, Laura Kallmeyer, Marco Kuhlmann
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Tutorials: Sunday, July 5

Overview

13:00-16:30 Tutorials Session 1

|Interpretability and Analysis in Neural NLP| (Cutting-edge) [Website]
Yonatan Belinkov, Sebastian Gehrmann, and Ellie Pavlick

IAchieving Common Ground in Multi-modal Dialoguel (Cutting-edge) [Website]
Malihe Alikhani and Matthew Stone

|Integrating Ethics into the NLP Curriculuml (Introductory) [Website]
Emily M. Bender, Dirk Hovy, and Alexandra Schofield

17:30-21:00 Tutorials Session 2

|Interpretability and Analysis in Neural NLP| (Cutting-edge) [Website]
Yonatan Belinkov, Sebastian Gehrmann, and Ellie Pavlick

|Reviewing Natural Language Processing Researchl (Introductory) [Website]
Kevin Cohen, Karén Fort, Margot Mieskes, and Aurélie Névéol

|Stylized Text Generation: Approaches and Applications| (Cutting-edge) [Website]
Lili Mou and Olga Vechtomova

|Integrating Ethics into the NLP Curriculuml (Introductory) [Website]
Emily M. Bender, Dirk Hovy, and Alexandra Schofield
22:00-1:30 Tutorials Session 3
+1)

Multi-modal Information Extraction from Text, Semi-structured, and Tabular Dataon__|
the We5| (Cutting-edge) [Website]
Xin Luna Dong, Hannaneh Hajishirzi, Colin Lockard, and Prashant Shiralkar

|Achieving Common Ground in Multi-modal Dialogue| (Cutting-edge) [Website]
Malihe Alikhani and Matthew Stone

|C0mm0nsense Reasoning for Natural Language Processingl (Introductory) [Website]
Maarten Sap, Vered Shwartz, Antoine Bosselut, Yejin Choi, and Dan Roth
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lOpen-Domain Question Answering] (Cutting-edge) [Website]
Dangi Chen and Wen-tau Yih
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Message from the Tutorial Co-Chairs

Welcome to the Tutorials Session of ACL 2020.

The ACL tutorials session is organized to give conference attendees a comprehensive introduction by
expert researchers to some topics of importance drawn from our rapidly growing and changing re-
search field.

This year, as has been the tradition over the past few years, the call, submission, reviewing and selection
of tutorials were coordinated jointly for multiple conferences: ACL, AACL-IJCNLP, COLING and EMNLP.
We formed a review committee of 19 members, including the ACL tutorial chairs (Agata Savary and
Yue Zhang), the EMNLP tutorial chairs (Banjamin van Durme and Aline Villavicencio), the COLING
tutorial chairs (Daniel Beck and Lucia Specia), the AACL-IJCNMP tutorial chairs (Timothy Baldwin and
Fei Xia) and 11 external reviewers (Emily Bender, Erik Cambria, Gaél Dias, Stefan Evert, Yang Liu, Joao
Sedoc, Xu Sun, Yulia Tsvetkov, Taro Watanabe, Aaron Steven White and Meishan Zhang). A reviewing
process was organised so that each proposal receives 3 reviews. The selection criteria included clarity,
preparedness, novelty, timeliness, instructors’ experience, likely audience, open access to the teaching
materials, diversity (multilingualism, gender, age and geolocation) and the compatibility of preferred
venues. A total of 43 tutorial submissions were received, of which 8 were selected for presentation at
ACL.

We solicited two types of tutorials, including cutting-edge themes and introductory themes. The 8 tuto-
rials for ACL include of 3 introductory tutorials and 5 cutting-edge tutorials. The introductory tutorials
are dedicated to reviewing, ethics and commonsense reasoning in NLP. The cutting-edge discussions
address interpretability of neural NLP, multi-modal information extraction and dialogue, stylized text
generation, and open-domain question answering.

We would like to thank the tutorial authors for their contributions and flexibility while organising the
conference virtually. We are also grateful to the 11 external reviewers for their generous help in the
decision process. Finally, our thanks go to the conference organizers for effective collaboration, and
in particular to the general chair Dan Jurafsky, the website chairs Sudha Rao and Yizhe Zhang, the
publicity chair Emily Bender, the ACL anthology director Matt Post.

We hope you enjoy the tutorials.

ACL 2020 Tutorial Co-chairs
Agata Savary
Yue Zhang
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Tutorial 1

Interpretability and Analysis in Neural NLP

Cutting-edge
Yonatan Belinkov, Sebastian Gehrmann, and Ellie Pavlick

[Website]

While deep learning has transformed the natural language processing (NLP) field and impacted the larger compu-
tational linguistics community, the rise of neural networks is stained by their opaque nature: It is challenging to
interpret the inner workings of neural network models, and explicate their behavior. Therefore, in the last few years,
an increasingly large body of work has been devoted to the analysis and interpretation of neural network models in
NLP. This body of work is so far lacking a common framework and methodology. Moreover, approaching the analysis
of modern neural networks can be difficult for newcomers to the field. This tutorial aims to fill this gap and intro-
duce the nascent field of interpretability and analysis of neural networks in NLP. The tutorial will cover the main lines
of analysis work, such as structural analyses using probing classifiers, behavioral studies and test suites, and inter-
active visualizations. We will highlight not only the most commonly applied analysis methods, but also the specific
limitations and shortcomings of current approaches, in order to inform participants where to focus future efforts.

Yonatan Belinkov, Postdoctoral Fellow, Harvard University and MIT

email: belinkov@seas.harvard.edu

website: http://people.csail.mit.edu/belinkov

Yonatan Belinkov is a Postdoctoral Fellow at the Harvard School of Engineering and Applied Sciences (SEAS) and the
MIT Computer Science and Artificial Intelligence Laboratory (CSAIL). His research interests are in interpretability
and robustness of neural models of language. He has done previous work in machine translation, speech recognition,
community question answering, and syntactic parsing. His research has been published at ACL, EMNLP, NAACL, CL,
TACL, ICLR, and NeurIPS. His PhD dissertation at MIT analyzed internal language representations in deep learning
models. He co-organized or co-organizes BlackboxNLP 2019, BlackboxNLP 2020, and the WMT 2019 machine trans-
lation robustness task, and serves as an area chair for the analysis and interpretability track at ACL and EMNLP 2020.

Sebastian Gehrmann, Research Scientist, Google Al

email: gehrmann@google.com

website: http://sebastiangehrmann.com

Sebastian is research scientist at Google Al He received his PhD in 2020 from Harvard University. His research focuses
on the development and evaluation of controllable and interpretable models for language generation. By applying
methods from human-computer interaction and visualization to problems in NLP, he develops interactive interfaces
that help with the interpretation and explanation of neural networks. His research has been published at ACL, NAACL,
EMNLP, CHI, and IEEE VIS. He received an honorable mention at VAST 2018 and was nominated for ACL best demo
2019 for his work on interactive visualization tools. He co-organized INLG 2019 and served as an area chair in sum-
marization for ACL 2020.

Ellie Pavlick, Assistant Professor of Computer Science, Brown University

email: ellie_pavlick@brown.edu

website: http://cs.brown.edu/people/epavlick

Ellie Pavlick is an Assistant Professor at Brown University and a Research Scientist at Google. She received her PhD
in 2017 with her thesis on modeling compositional lexical semantics. Her current work focuses on computational
models of semantics and pragmatics, with a focus on building cognitively-plausible representations. Her recent work
has focused on “probing” distributional models in order to better understand the linguistic phenomena that are and
are not encoded “for free” via language modelling. Her work has been published at ACL, NAACL, EMNLP, TACL, *SEM,
and ICLR, including two best paper awards at *SEM 2016 and 2019. Ellie co-organized the 2018 JSALT summer work-
shop on building and evaluating general-purpose sentence representations. She also served as area chair for ACLs
sentencelevel semantics track.
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Tutorial 2

Multi-modal Information Extraction from Text, Semi-structured,
and Tabular Data on the Web

Cutting-edge

Xin Luna Dong, Hannaneh Hajishirzi, Colin Lockard, and Prashant Shiralkar

[Website]

The World Wide Web contains vast quantities of textual information in several forms: unstructured text, template-
based semi-structured webpages (which present data in key-value pairs and lists), and tables. Methods for extracting
information from these sources and converting it to a structured form have been a target of research from the natural
language processing (NLP), data mining, and database communities. While these researchers have largely separated
extraction from web data into different problems based on the modality of the data, they have faced similar problems
such as learning with limited labeled data, defining (or avoiding defining) ontologies, making use of prior knowledge,
and scaling solutions to deal with the size of the Web. In this tutorial we take a holistic view toward information
extraction, exploring the commonalities in the challenges and solutions developed to address these different forms of
text. We will explore the approaches targeted at unstructured text that largely rely on learning syntactic or semantic
textual patterns, approaches targeted at semi-structured documents that learn to identify structural patterns in the
template, and approaches targeting web tables which rely heavily on entity linking and type information. While these
different data modalities have largely been considered separately in the past, recent research has started taking a more
inclusive approach toward textual extraction, in which the multiple signals offered by textual, layout, and visual clues
are combined into a single extraction model made possible by new deep learning approaches. At the same time, trends
within purely textual extraction have shifted toward full-document understanding rather than considering sentences
as independent units. With this in mind, it is worth considering the information extraction problem as a whole to
motivate solutions that harness textual semantics along with visual and semi-structured layout information. We will
discuss these approaches and suggest avenues for future work.

In alphabetical order,

Xin Luna Dong is a Principal Scientist at Amazon, leading the efforts of constructing Amazon Product Knowledge
Graph. She was one of the major contributors to the Google Knowledge Vault project, and has led the Knowledge-
based Trust project, which is called the “Google Truth Machine” by the Washington Post. She co-authored the book
“Big Data Integration”, was awarded ACM Distinguished Member, VLDB Early Career Research Contribution Award
for “advancing the state of the art of knowledge fusion”, and Best Demo award in Sigmod 2005. She serves on the
VLDB endowment and PVLDB advisory committee, and was a PC co-chair for VLDB 2021, ICDE Industry 2019, VLDB
Tutorial 2019, Sigmod 2018 and WAIM 2015. She has given multiple tutorials on data integration, graph mining, and
knowledge management.

Email: lunadong@amazon.com
Homepage: http://lunadong.com/

Hannaneh Hajishirzi is an Assistant Professor at the Paul G. Allen School of Computer Science & Engineering at the
University of Washington. She works on NLP, Al, and machine learning, particularly designing algorithms for semantic
understanding, reasoning, question answering, and information extraction from multimodal data. She has earned
numerous awards for her research, including an Allen Distinguished Investigator Award, a Google Faculty Research
Award, a Bloomberg Data Science Award, an Amazon Research Award, and a SIGDIAL Best Paper Award.

Email: hannaneh@washington.edu
Homepage: https://homes.cs.washington.edu/hannaneh/

Colin Lockard is a PhD student at the Paul G. Allen School of Computer Science & Engineering at the University of
Washington, where he has published papers on knowledge extraction from both unstructured and semi-structured
text.
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Email: lockardc@cs.washington.edu
Homepage: https://homes.cs.washington.edu/lockardc/

Prashant Shiralkar is an Applied Scientist in the Product Graph team at Amazon. He currently works on knowledge
extraction from semistructured data. Previously, he received a Ph.D. from Indiana University Bloomington where
his dissertation work focused on devising computational approaches for fact checking by mining knowledge graphs.
His research interests include machine learning, data mining, information extraction and NLP, and Semantic Web
technologies.

Email: shiralp@amazon.com
Homepage: https://sites.google.com/site/shiralkarprashant
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Tutorial 3

Reviewing Natural Language Processing Research

Introductory

Kevin Cohen, Karén Fort, Margot Mieskes, and Aurélie Névéol

[Website]

This tutorial will cover the theory and practice of reviewing research in natural language processing. Heavy reviewing
burdens on natural language processing researchers have made it clear that our community needs to increase the size
of our pool of potential reviewers. Simultaneously, notable “false negatives”—rejection by our conferences of work
that was later shown to be tremendously important after acceptance by other conferences—have raised awareness of
the fact that our reviewing practices leave something to be desired. We do not often talk about “false positives” with
respect to conference papers, but leaders in the field have noted that we seem to have a publication bias towards pa-
pers that report high performance, with perhaps not much else of interest in them. It need not be this way. Reviewing
is a learnable skill, and you will learn it here via lectures and a considerable amount of hands-on practice.

In alphabetical order,

Kevin Bretonnel Cohen has written, overseen, and received hundreds of reviews in his capacity as deputy editor-
in-chief of a biomedical informatics journal, associate editor of five natural language processing or bioinformatics
journals, special issue editor, workshop organizer, and author of 100+ publications in computational linguistics and
natural language processing. His forthcoming book Writing about data science research: With examples from ma-
chine and natural language processing includes coverage of a number of aspects of the reviewing process. His current
research focuses on issues of reproducibility.

Karén Fort is an associate professor at Sorbonne Universite. Besides being a reviewer for most major NLP confer-
ences, she has been editor in chief for a Traitement automatique des langues journal special issue on ethics and acted
as Area Chair for ACL in 2017 and 2018 (as senior AC). Her main research interests are ethics, and the construction
of language resources for natural language processing. She co-authored the report on the EMNLP reviewer survey
(Névéol et al., 2017).

Margot Mieskes is a professor at the Darmstadt University of Applied Sciences and as such has a lot experience teach-
ing, also in culturally diverse settings, which are prevalent in German Universities of Applied Sciences. Additionally,
she has written and received a number of reviews in conferences as well as journals. She is a member of the ACL
Professional Conduct Committee and an active member of the Widening NLP efforts. Her research interests are in
summarization and summarization evaluation, replicability, repeatability and transparency of NLP experiments in
general.

Aurélie Névéol is a permanent researcher at LIMSI CNRS and Universite Paris Saclay. She “ has been involved in re-
viewing natural language processing papers at many stages of the reviewing process, including: reviewer, associate
editor for three journals, area chair for *ACL and bioinformatics conferences, workshop organizer. Her research fo-
cuses on biomedical natural language processing as well as ethics issues in NLP research. She co-authored the report
on EMNLP reviewer survey (Névéol et al., 2017).
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Tutorial 4

Stylized Text Generation: Approaches and Applications

Cutting-edge
Lili Mou and Olga Vechtomova

[Website]

Text generation has played an important role in various applications of natural language processing (NLP), and kn
recent studies, researchers are paying increasing attention to modeling and manipulating the style of the generation
text, which we call stylized text generation. In this tutorial, we will provide a comprehensive literature review in this
direction. We start from the definition of style and different settings of stylized text generation, illustrated with various
applications. Then, we present different settings of stylized generation, such as style-conditioned generation, style-
transfer generation, and style-adversarial generation. In each setting, we delve deep into machine learning methods,
including embedding learning techniques to represent style, adversarial learning, and reinforcement learning with
cycle consistency to match content but to distinguish different styles. We also introduce current approaches to eval-
uating stylized text generation systems. We conclude our tutorial by presenting the challenges of stylized text genera-
tion and discussing future directions, such as small-data training, non-categorical style modeling, and a generalized
scope of style transfer (e.g., controlling the syntax as a style).

Lili Mou
doublepower.mou@gmail.com
https://lili-mou.github.io

Dr. Lili Mou is an Assistant Professor at the Department of Computing Science, University of Alberta. He is also an
Amii Fellow and a Canadian CIFAR AI Chair. Lili received his BS and PhD degrees in 2012 and 2017, respectively, from
School of EECS, Peking University. After that, he worked as a postdoctoral fellow at the University of Waterloo and a
research scientist at Adeptmind (a startup in Toronto, Canada). His research interests include deep learning applied
to natural language processing as well as programming language processing. Recently, he has been focusing more on
text generation, from both continuous latent space and discrete word space. He has more than 30 papers published
at top-tier conferences and journals, including AAAI, ACL, CIKM, COLING, EMNLP, ICASSP, ICLR, ICML, IJCAI, IN-
TERSPEECH, NAACL-HLT, and TACL. He presented a tutorial “Discreteness in Neural Natural Language Processing”
at EMNLP-IJCNLP’19.

Olga Vechtomova
ovechtomova@uwaterloo.ca
https://ov-research.uwaterloo.ca

Dr. Olga Vechtomova is an Associate Professor in the Department of Management Sciences, Faculty of Engineering,
cross-appointed in the School of Computer Science at the University of Waterloo. Olga leads the Natural Language
Processing Lab, affiliated with the Waterloo.AI Institute. Her research has been supported by a number of industry
and government grants, including Amazon Research Award and Natural Sciences and Engineering Research Council
(NSERC). The research in her Lab is mainly focused on designing deep neural networks for natural language gener-
ation tasks. Her current and recent projects include controlled text generation, text style transfer, and designing text
generative models for creative applications. She has over 50 publications in NLP and Information Retrieval confer-
ences and journals, including NAACL-HLT, COLING, ACL, ACM SIGIR, and CIKM. She and her colleagues recently
received the ACM SIGIR 2019 Test of Time Award.
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Tutorial 5

Achieving Common Ground in Multi-modal Dialogue

Cutting-edge
Malihe Alikhani and Matthew Stone

[Website]

All communication aims at achieving common ground (grounding): interlocutors can work together effectively only
with mutual beliefs about what the state of the world is, about what their goals are, and about how they plan to make
their goals a reality. Computational dialogue research offers some classic results on grouding, which unfortunately
offer scant guidance to the design of grounding modules and behaviors in cutting-edge systems. In this tutorial, we
focus on three main topic areas: 1) grounding in human-human communication; 2) grounding in dialogue systems;
and 3) grounding in multi-modal interactive systems, including image-oriented conversations and human-robot in-
teractions. We highlight a number of achievements of recent computational research in coordinating complex con-
tent, show how these results lead to rich and challenging opportunities for doing grounding in more flexible and
powerful ways, and canvass relevant insights from the literature on human-human conversation. We expect that
the tutorial will be of interest to researchers in dialogue systems, computational semantics and cognitive modeling,
and hope that it will catalyze research and system building that more directly explores the creative, strategic ways
conversational agents might be able to seek and offer evidence about their understanding of their interlocutors.

Malihe Alikhani is a 5th year Ph.D. student in the department of Computer sSience at Rutgers University, advised
by Prof. Matthew Stone. She is pursuing a certificate in cognitive science through the Rutgers Center for Cognitive
Science and holds a BA and MA in Mathematics. Her research aims at teaching machines to understand and generate
multimodal communication. She is the recipient of the fellowship award for excellence in computation and data
sciences from Rutgers Discovery Informatics Institute in 2018 and the Anita Berg student fellowship in 2019. Before
joining Rutgers, she was a lecturer and an adjunct professor of Mathematics and Statistics for a year at San Diego
State University and San Diego Mesa College. She has served as the program committee of ACL, NAACL, EMNLP,
AAAL ICRL, ICMI, and INLG and is currently the associate editor of the Mental Note Journal.

email: mall95@cs.rutgers.edu
webpage: www.malihealikhani.com

Matthew Stone is professor and chair in the Department of Computer Science at Rutgers University; he holds a joint
appointment in the Rutgers Center for Cognitive Science. His research focuses on discourse, dialogue and natural
language generation; he is particularly interested in leveraging semantics to make interactive systems easier to build
and more human-like in their behavior. He was program co-chair for NAACL 2007, general co-chair for SIGDIAL 2014.
He has also served as program co-chair for INLG and IWCS, as an information officer for SIGSEM, and on the editorial
board for Computational Linguistics.

email: mdstone@cs.rutgers.edu
website: www.cs.rutgers.edu/ mdstone/
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Tutorial 6

Commonsense Reasoning for Natural Language Processing

Introductory
Maarten Sap, Vered Shwartz, Antoine Bosselut, Yejin Choi, and Dan Roth

[Website]

Commonsense knowledge, such as knowing that “bumping into people annoys them” or “rain makes the road slip-
pery”, helps humans navigate everyday situations seamlessly. Yet, endowing machines with such human-like com-
monsense reasoning capabilities has remained an elusive goal of artificial intelligence research for decades. In recent
years, commonsense knowledge and reasoning have received renewed attention from the natural language process-
ing (NLP) community, yielding exploratory studies in automated commonsense understanding. We organize this
tutorial to provide researchers with the critical foundations and recent advances in commonsense representation and
reasoning, in the hopes of casting a brighter light on this promising area of future research. In our tutorial, we will (1)
outline the various types of commonsense (e.g., physical, social), and (2) discuss techniques to gather and represent
commonsense knowledge, while highlighting the challenges specific to this type of knowledge (e.g., reporting bias).
We will then (3) discuss the types of commonsense knowledge captured by modern NLP systems (e.g., large pretrained
language models), and (4) present ways to measure systems’ commonsense reasoning abilities. We will finish with (5)
a discussion of various ways in which commonsense reasoning can be used to improve performance on NLP tasks,
exemplified by an (6) interactive session on integrating commonsense into a downstream task.

Maarten Sap is a PhD student in the Paul G. Allen School of Computer Science & Engineering at the University of
Washington. His research focuses primarily on social applications of NLB, specifically on endowing machines with
social intelligence, social commonsense, or theory of mind.

Vered Shwartz is a postdoctoral researcher at the Allen Institute for Artificial Intelligence (AI2) and the Paul G. Allen
School of Computer Science & Engineering at the University of Washington, working on lexical semantics, multiword
expressions, and commonsense reasoning. She coorganized the ACL 2018 Student Research Workshop, the SemEval
2018 shared task on hypernymy discovery, and the AAAI 2020 Workshop on Reasoning for Complex Question Answer-
ing, Special Edition on Commonsense Reasoning.

Antoine Bosselut is a PhD student in the Paul G. Allen School of Computer Science & Engineering at the University of
Washington and a student researcher at the Allen Institute for Artificial Intelligence (AI2). His research interests are in
integrating commonsense knowledge and reasoning into downstream applications for text generation, summariza-
tion, and conversational dialogue. He organized the West Coast NLP (WeCNLP) in 2018 and 2019 and the NeuralGen
workshop at NAACL 2019.

Yejin Choi is an associate professor at the Paul G. Allen School of Computer Science & Engineering at the University of
Washington and also a senior research manager at AI2 overseeing the project Mosaic. Her research interests include
language grounding with vision, physical and social commonsense knowledge, language generation with long-term
coherence, conversational Al and Al for social good. She was a recipient of Borg Early Career Award (BECA) in 2018,
among the IEEEs Al Top 10 to Watch in 2015, a corecipient of the Marr Prize at ICCV 2013, and a faculty advisor for the
Sounding Board team that won the inaugural Alexa Prize Challenge in 2017. She was on the steering committee of the
NeuralGen workshop at NAACL 2019.

Dan Roth is the Eduardo D. Glandt Distinguished Professor at the Department of Computer and Information Science,
University of Pennsylvania, and a Fellow of the AAAS, the ACM, AAAI and the ACL. In 2017 Roth was awarded the
John McCarthy Award, the highest award the Al community gives to mid-career Al researchers. He was the Editor-in-
Chief of the Journal of Artificial Intelligence Research (JAIR) and a program co-chair of AAAI, ACL and CoNLL. Dan
has presented several tutorials in conferences including at ACL, on entity linking, temporal reasoning, transferable
representation learning, and more.
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Tutorial 7

Integrating Ethics into the NLP Curriculum

Introductory
Emily M. Bender, Dirk Hovy, and Alexandra Schofield

[Website]

To raise awareness among future NLP practitioners and prevent inertia in the field, we need to place ethics in the
curriculum for all NLP students—not as an elective, but as a core part of their education. Our goal in this tutorial
is to empower NLP researchers and practitioners with tools and resources to teach others about how to ethically
apply NLP techniques. We will present both high-level strategies for developing an ethics-oriented curriculum, based
on experience and best practices, as well as specific sample exercises that can be brought to a classroom. This highly
interactive work session will culminate in a shared online resource page that pools lesson plans, assignments, exercise
ideas, reading suggestions, and ideas from the attendees. Though the tutorial will focus particularly on examples for
university classrooms, we believe these ideas can extend to company-internal workshops or tutorials in a variety of
organizations. In this setting, a key lesson is that there is no single approach to ethical NLP: each project requires
thoughtful consideration about what steps can be taken to best support people affected by that project. However, we
can learn (and teach) what issues to be aware of, what questions to ask, and what strategies are available to mitigate
harm.

Emily M. Bender, University of Washington

ebender@uw.edu

faculty.washington.edu/ebender

Emily M. Bender is a Professor of Linguistics and Adjunct Professor of Computer Science and Engineering at the Uni-
versity of Washington. Her research interests include computational semantics, grammar engineering, computational
linguistic typology, and ethics in NLP. She is the Faculty Director of UW’s Professional Masters in Computational Lin-
guistics (CLMS) and has been engaged with integrating ethics into the CLMS curriculum since 2016. She co-organized
the first EthNLP workshop. Her first publication in this area is the TACL paper “Data Statements for NLP: Toward Mit-
igating System Bias and Enabling Better Science” (Bender and Friedman, 2018) and she has been an invited speaker
at workshops and panels related to ethics and NLP (or Al more broadly) at the Taskar Memorial Event (UW, March
2018), The Future of Artificial Intelligence: Language, Ethics, Technology (Cambridge, March 2019), West Coast NLP
(Facebook, September 2019), Machine Learning Competitions for All (NeurIPS, December 2019) and AAAS (Seattle,
February 2020).

Xanda Schofield, Harvey Mudd College

xanda@cs.hmc.edu

www.cs.hmc.edu/ xanda

Xanda Schofield is an Assistant Professor of Computer Science at Harvey Mudd College. Her work focuses on the prac-
tical aspects of using distributional semantic models for analysis of realworld datasets, with problems ranging from
understanding the consequences of data pre-processing on model inference (Schofield and Mimno, 2016; Schofield
etal., 2017) to enforcing text privacy for these models (Schein et al., 2018). She also is interested in pedagogy at this
intersection, having co-developed a Text Mining for History and Literature course at Cornell University with David
Mimno. She is currently focusing pedagogical efforts on how to introduce considerations of ethics and bias into other
courses such as Algorithms.

Dirk Hovy, Bocconi University

dirk.hovy@unibocconi.it

www .dirkhovy.com

Dirk Hovy is an Associate Professor of Computer Science in the Department of Marketing at Bocconi University in
Milan, Italy. His research focuses on how social dimensions influence language and in turn NLP models, as well as
on questions of bias and fairness. He strives to integrate sociolinguistic knowledge into NLP models to counteract
demographic bias. Dirk has written on ethics and bias in NLP (Hovy and Spruit, 2016), co-organized two editions of
the EthNLP workshops and one of the abusive language workshop, and was an invited speaker on panels on ethics at
NAACL 2018 and SLT 2018. He is teaching a related tutorial (on ethic
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Tutorial 8

Open-Domain Question Answering

Cutting-edge
Dangi Chen and Wen-tau Yih

[Website]

This tutorial provides a comprehensive and coherent overview of cutting-edge research in open-domain question an-
swering (QA), the task of answering questions using a large collection of documents of diversified topics. We will start
by first giving a brief historical background, discussing the basic setup and core technical challenges of the research
problem, and then describe modern datasets with the common evaluation metrics and benchmarks. The focus will
then shift to cutting-edge models proposed for open-domain QA, including two-stage retriever-reader approaches,
dense retriever and end-to-end training, and retriever-free methods. Finally, we will cover some hybrid approaches
using both text and large knowledge bases and conclude the tutorial with important open questions. We hope that
the tutorial will not only help the audience to acquire up-to-date knowledge but also provide new perspectives to
stimulate the advances of open-domain QA research in the next phase.

Dangi Chen Dangi Chen is an Assistant Professor of Computer Science at Princeton University and co-directs the
Princeton NLP Group. Dangi’s research interests lie within deep learning for natural language processing, with an
emphasis on the intersection between text understanding and knowledge representation/reasoning and applications
such as question answering and information extraction. Before joining Princeton University, Danqi worked as a visit-
ing scientist at Facebook AI Research (FAIR). She received her PhD from Stanford University (advised by Christopher
Manning) in 2018 and B.Eng from Tsinghua University in 2012.

Website: https://www.cs.princeton.edu/ dangic/

Scott Wen-tau Yih Scott Wen-tau Yih is a Research Scientist at Facebook AI Research (FAIR), and his recent research
focuses on continuous representations and neural network models, with applications in knowledge base embedding,
semantic parsing and question answering. Yih received the best paper award from CoNLL11, an outstanding paper
award from ACL'15 and has served as an area co-chair and a program co-chair for several top conferences. He is
also a co-presenter for several popular tutorials on topics including Semantic Role Labeling, Deep Learning for NLP,
Question Answering with Knowledge Base, Web and Beyond and NLP for Precision Medicine.

Website: http://scottyih.org/
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Demo Session 1A

Time: 5:00-5:45

Xiaomingbot: A Multilingual Robot News Reporter [Website][PDF]
Runxin Xu, Jun Cao, Mingxuan Wang, Jiaze Chen, Hao Zhou, Ying Zeng, Yuping Wang, Li Chen, Xiang
Yin, Xijin Zhang, Songcheng Jiang, Yuxuan Wang, and Lei Li

This paper proposes the building of Xiaomingbot, an intelligent, multilingual and multimodal software robot equipped
with four inte- gral capabilities: news generation, news translation, news reading and avatar animation. Its system
summarizes Chinese news that it automatically generates from data tables. Next, it translates the summary or the
full article into multiple languages, and reads the multi- lingual rendition through synthesized speech. Notably, Xi-
aomingbot utilizes a voice cloning technology to synthesize the speech trained from a real person’s voice data in one
input language. The proposed system enjoys several merits: it has an animated avatar, and is able to generate and
read multilingual news. Since it was put into practice, Xiaomingbot has written over 600,000 articles, and gained over
150,000 followers on social media platforms.

26


https://virtual.acl2020.org/paper_demo.35.html
https://www.aclweb.org/anthology/2020.acl-demos.1.pdf

UTC+0

Monday, July 6, 2020

Session 1A Overview — Monday, July 6, 2020 5:00-6:00

Track A [TACL] How Learning to Predicting
Cognitive Modeling || Furiously Can Understand Depression
and Colourless Child-directed | in Screening
Psycholinguistics-1 || Green Ideas and Adult- Interviews
Sleep? Sentence | directed Speech | from Latent
Acceptability in | Gelderloos, Chrupata, | Categorization
Context and Alishahi of Interview
Lau, Armendariz, [Website] PDF] Prompts
Purver, Shu, and Rinaldi, Fox Tree, and
Lappin Chaturvedi
[Website |PDF] [Website |PDF]
Track B Coach: A Designing Pre- | Dialogue State Generating Guiding Varia-
Dialogue and Coarse-to-Fine | cise and Robust | Tracking with Informative tional Response
Interactive Approach for Dialogue Re- Explicit Slot Conversational | Generator to
Systems-1 Cross-domain sponse Evalua- | Connection Response us- Exploit Persona
Slot Filling tors Modeling ing Recurrent Wu, Li, Wang, Chen,
Liu, Winata, Xu, and Zhao, Lala, and Ouyang, Chen, Dai, Knowledge— Wong, Huang, and
Fung Kawahara Zhao, Huang, and Interaction and | wang
[Website/[PDF] [Website] PDF] CHEN Knowledge- [Website[PDF]
[Website|[PDF] Copy
Lin, Jian, He, Wang, and
Chu
[Website] PDF]
Large Scale PLATO: Pre- Slot-consistent | Span-ConveRT: | Zero-Shot Trans-
Multi-Actor trained Dialogue | NLG for Task- Few-shot Span | fer Learning
Generative Generation oriented Dia- Extraction for with Synthe-
Dialog Modeling | Model with logue Systems Dialog with sized Data for
Boyd, Puri, Shoey- Discrete Latent | with Iterative Pretrained Multi-Domain
bi, Patwary, and Variable Rectification Conversational | Dialogue State
Catanzaro Bao, He, Wang, Wu, and | Network Representations | Tracking
[Website [PDF] Wang Li, Yao, Qin, Che, Li, Coope, Farghly, Gerz, Campagna, Foryciarz,
[Website| PDF] and Liu Vuli¢, and Henderson Moradshahi, and Lam
[Website|[PDF] [Website] PDE] [Website|[PDF]
Track C A Complete TransS-Driven
Discourse and Shift-Reduce Joint Learning
Pragmatics-1 Chinese Dis- Architecture for
course Parser Implicit Dis-
with Robust course Relation
Dynamic Oracle | Recognition

Hung, Huang, and Chen

[Website [PDF]
Track D A Study of Non-
Generation-1 autoregressive

Model for Se-

quence Genera-
tion

Ren, Liu, Tan, Zhao,
and Liu

[Website [PDF]

[Website[PDF]

Generating
Diverse and
Consistent
QA pairs from
Contexts with
Information-
Maximizing
Hierarchical
Conditional
VAEs

Lee, Lee, Jeong, Kim,
and Hwang

He, Wang, Guo, and
Han
[Website] PDF]

Cross-modal
Language Gen-
eration using
Pivot Stabiliza-
tion for Web-
scale Language
Coverage
Thapliyal and Soricut
[Website| PDF]

Fact-based Text
Editing

Iso, Qiao, and Li
[Website [PDF]

Few-Shot NLG
with Pre-Trained
Language Model
Chen, Eavani, Chen,
Liu, and Wang
[Website] PDE]

Fluent Response
Generation for
Conversation-

al Question
Answering

Babheti, Ritter, and
Small

[Website [PDF]

Learning to Ask
More: Semi-
Autoregressive
Sequential
Question Gen-
eration under
Dual-Graph
Interaction

Chai and Wan
[Website] PDF]

Neural Syntactic
Preordering

for Controlled
Paraphrase
Generation

Goyal and Durrett
[Website [PDF]

Pre-train and
Plug-in: Flexible
Conditional

Text Generation
with Variational
Auto-Encoders
Duan, Xu, Pei, Han, and
Li

[Website| PDF]

Probabilistically
Masked Lan-
guage Model
Capable of Au-
toregressive
Generation in
Arbitrary Word
Order

Liao, Jiang, and Liu
[Website [PDF]

27


https://virtual.acl2020.org/paper_tacl.1915.html
https://www.mitpressjournals.org/doi/pdf/10.1162/tacl_a_00315
https://virtual.acl2020.org/paper_main.1.html
https://www.aclweb.org/anthology/2020.acl-main.1.pdf
https://virtual.acl2020.org/paper_main.2.html
https://www.aclweb.org/anthology/2020.acl-main.2.pdf
https://virtual.acl2020.org/paper_main.3.html
https://www.aclweb.org/anthology/2020.acl-main.3.pdf
https://virtual.acl2020.org/paper_main.4.html
https://www.aclweb.org/anthology/2020.acl-main.4.pdf
https://virtual.acl2020.org/paper_main.5.html
https://www.aclweb.org/anthology/2020.acl-main.5.pdf
https://virtual.acl2020.org/paper_main.6.html
https://www.aclweb.org/anthology/2020.acl-main.6.pdf
https://virtual.acl2020.org/paper_main.7.html
https://www.aclweb.org/anthology/2020.acl-main.7.pdf
https://virtual.acl2020.org/paper_main.8.html
https://www.aclweb.org/anthology/2020.acl-main.8.pdf
https://virtual.acl2020.org/paper_main.9.html
https://www.aclweb.org/anthology/2020.acl-main.9.pdf
https://virtual.acl2020.org/paper_main.10.html
https://www.aclweb.org/anthology/2020.acl-main.10.pdf
https://virtual.acl2020.org/paper_main.11.html
https://www.aclweb.org/anthology/2020.acl-main.11.pdf
https://virtual.acl2020.org/paper_main.12.html
https://www.aclweb.org/anthology/2020.acl-main.12.pdf
https://virtual.acl2020.org/paper_main.13.html
https://www.aclweb.org/anthology/2020.acl-main.13.pdf
https://virtual.acl2020.org/paper_main.14.html
https://www.aclweb.org/anthology/2020.acl-main.14.pdf
https://virtual.acl2020.org/paper_main.15.html
https://www.aclweb.org/anthology/2020.acl-main.15.pdf
https://virtual.acl2020.org/paper_main.16.html
https://www.aclweb.org/anthology/2020.acl-main.16.pdf
https://virtual.acl2020.org/paper_main.17.html
https://www.aclweb.org/anthology/2020.acl-main.17.pdf
https://virtual.acl2020.org/paper_main.18.html
https://www.aclweb.org/anthology/2020.acl-main.18.pdf
https://virtual.acl2020.org/paper_main.19.html
https://www.aclweb.org/anthology/2020.acl-main.19.pdf
https://virtual.acl2020.org/paper_main.20.html
https://www.aclweb.org/anthology/2020.acl-main.20.pdf
https://virtual.acl2020.org/paper_main.21.html
https://www.aclweb.org/anthology/2020.acl-main.21.pdf
https://virtual.acl2020.org/paper_main.22.html
https://www.aclweb.org/anthology/2020.acl-main.22.pdf
https://virtual.acl2020.org/paper_main.23.html
https://www.aclweb.org/anthology/2020.acl-main.23.pdf
https://virtual.acl2020.org/paper_main.24.html
https://www.aclweb.org/anthology/2020.acl-main.24.pdf

Session 1A UTC+0
Reverse Engi- Review-based TAG : Type Auxil- | Unsupervised
neering Configu- | Question Gen- | iary Guiding for | Paraphrasing
rations of Neural | eration with Code Comment | by Simulated
Text Generation | Adaptive In- Generation Annealing
Models stance Transfer | Cai, Liang, Xu, Hao, Liu, Mou, Meng, Zhou,
Tay, Bahri, Zheng, and Augmenta— and Chen Zhou, and Song
Brunk, Metzler, and tion [Website [PDF] [Website| PDF]
Tomkins Yu, Bing, Zhang, Lam,
[Website [PDF] and Si
[Website| PDF]
Track E AJoint Model Contextualized | Every Document | Neural Topic Text Classi-
Information for Document Weak Super- Owns Its Struc- | Modeling with fication with
Retrieval and Text Segmentation vision for Text ture: Inductive | Bidirectional Negative Super-
Mining-1 and Segment Classification Text Classifica- | Adversarial vision
Labeling Mekala and Shang tion via Graph Training Ohashi, Takayama,
Barrow, Jain, Morariu, | [[Website[PDF] Neural Networks | Wang, Hu, Zhou, He, | Kajiwara, Chu, and
Manjunatha, Oard, and Zhang, Yu, Cui, Wu, Xiong, Ye, and Xu Arase
Resnik Wen, and Wang [Website, PDF] [Website |PDF]
[Website |PDF] [Website |PDF]
Track F Content Word Evaluating Jointly Masked | Learning Source | Lipschitz Con-
Machine Aware Neural Explanation Sequence- Phrase Repre- strained Param-
Translation-1 Machine Trans- | Methods for to-Sequence sentations for eter Initializa-
lation Neural Machine | Model for Non- | Neural Machine |tion for Deep
Chen, Wang, Utiyama, | Translation Autoregressive Translation Transformers
and Sumita Li, Liu, Li, Li, Huang, Neural Machine | xu, Genabith, Xiong, Xu, Liu, Genabith,
[Website  PDF] and Shi Translation Liu, and Zhang Xiong, and Zhang
[Website| PDF] Guo, Xu, and Chen [Website| PDF] [Website [PDF]
[Website/[PDF]
Location Atten- | Multiscale Norm-Based Opportunistic
tion for Extrapo- | Collaborative Curriculum Decoding with
lation to Longer | Deep Models for | Learning for Timely Cor-
Sequences Neural Machine | Neural Machine | rection for
Dubois, Dagan, Hupkes, | Translation Translation Simultaneous
and Bruni Wei, Yu, Hu, Zhang, Liu, Lai, Wong, and Translation
[Website [PDF] Weng, and Luo Chao Zheng, Ma, Zheng, Liu,
[WebsitelPDF] [Website/[PDF] and Huang
[Website] PDF]
Track G Adaptive Trans- | Story-level Text | Unsupervised HGCN4MeSH:
Student Research formers for Style Transfer: A | Paraphasia Hybrid Graph
Workshop Learning Multi- | Proposal Classification in | Convolution
modal Represen- | Qian Aphasic Speech | Network for
tations [Website] PDF] Pai, Sachdeva, Sachde- | MeSH Indexing
Bhargava va, and Shah Yu, Yang, and Li
[Website[PDEF] [Website|[PDF] [Website] PDE]
Track H A Formal Hier- | A Three- Dice Loss Emergence of Language Mod-
Theory and archy of RNN Parameter for Data- Syntax Needs els as an Alter-
Formalism in NLP || Architectures Rank-Frequency |imbalanced Minimal Super- | native Evaluator
(Linguistic and Merrill, Weiss, Goldberg, | Relation in Nat- | NLP Tasks vision of Word Order
Mathematical)-1 Schwartz, Smith, and | ural Languages | Li, Sun, Meng, Liang, Bailly and Gdbor Hypotheses: A

Yahav
[Website [PDF]

Ding, Utiyama, and
Sumita
[Websitel PDF]

Wu, and Li
[Website [PDF]

[Website| PDF]

[TACL] Theoret-
ical Limitations
of Self-Attention
in Neural Se-
quence Models
Hahn

[Website. PDF]

Case Study in
Japanese
Kuribayashi, Ito,
Suzuki, and Inui
[Website[PDF]

28


https://virtual.acl2020.org/paper_main.25.html
https://www.aclweb.org/anthology/2020.acl-main.25.pdf
https://virtual.acl2020.org/paper_main.26.html
https://www.aclweb.org/anthology/2020.acl-main.26.pdf
https://virtual.acl2020.org/paper_main.27.html
https://www.aclweb.org/anthology/2020.acl-main.27.pdf
https://virtual.acl2020.org/paper_main.28.html
https://www.aclweb.org/anthology/2020.acl-main.28.pdf
https://virtual.acl2020.org/paper_main.29.html
https://www.aclweb.org/anthology/2020.acl-main.29.pdf
https://virtual.acl2020.org/paper_main.30.html
https://www.aclweb.org/anthology/2020.acl-main.30.pdf
https://virtual.acl2020.org/paper_main.31.html
https://www.aclweb.org/anthology/2020.acl-main.31.pdf
https://virtual.acl2020.org/paper_main.32.html
https://www.aclweb.org/anthology/2020.acl-main.32.pdf
https://virtual.acl2020.org/paper_main.33.html
https://www.aclweb.org/anthology/2020.acl-main.33.pdf
https://virtual.acl2020.org/paper_main.34.html
https://www.aclweb.org/anthology/2020.acl-main.34.pdf
https://virtual.acl2020.org/paper_main.35.html
https://www.aclweb.org/anthology/2020.acl-main.35.pdf
https://virtual.acl2020.org/paper_main.36.html
https://www.aclweb.org/anthology/2020.acl-main.36.pdf
https://virtual.acl2020.org/paper_main.37.html
https://www.aclweb.org/anthology/2020.acl-main.37.pdf
https://virtual.acl2020.org/paper_main.38.html
https://www.aclweb.org/anthology/2020.acl-main.38.pdf
https://virtual.acl2020.org/paper_main.39.html
https://www.aclweb.org/anthology/2020.acl-main.39.pdf
https://virtual.acl2020.org/paper_main.40.html
https://www.aclweb.org/anthology/2020.acl-main.40.pdf
https://virtual.acl2020.org/paper_main.41.html
https://www.aclweb.org/anthology/2020.acl-main.41.pdf
https://virtual.acl2020.org/paper_main.42.html
https://www.aclweb.org/anthology/2020.acl-main.42.pdf
https://virtual.acl2020.org/paper_srw.16.html
https://www.aclweb.org/anthology/2020.acl-srw.1.pdf
https://virtual.acl2020.org/paper_srw.17.html
https://www.aclweb.org/anthology/2020.acl-srw.2.pdf
https://virtual.acl2020.org/paper_srw.19.html
https://www.aclweb.org/anthology/2020.acl-srw.3.pdf
https://virtual.acl2020.org/paper_srw.35.html
https://www.aclweb.org/anthology/2020.acl-srw.4.pdf
https://virtual.acl2020.org/paper_main.43.html
https://www.aclweb.org/anthology/2020.acl-main.43.pdf
https://virtual.acl2020.org/paper_main.44.html
https://www.aclweb.org/anthology/2020.acl-main.44.pdf
https://virtual.acl2020.org/paper_main.45.html
https://www.aclweb.org/anthology/2020.acl-main.45.pdf
https://virtual.acl2020.org/paper_main.46.html
https://www.aclweb.org/anthology/2020.acl-main.46.pdf
https://virtual.acl2020.org/paper_main.47.html
https://www.aclweb.org/anthology/2020.acl-main.47.pdf
https://virtual.acl2020.org/paper_tacl.1815.html
https://www.mitpressjournals.org/doi/pdf/10.1162/tacl_a_00306

UTC+0 Monday, July 6, 2020

Session 1A Details

Session 1A: Cognitive Modeling and Psycholinguistics-1

[TACL] How Furiously Can Colourless Green Ideas Sleep? Sentence Acceptability in Context [Web-
site][PDF]
Jey Han Lau, Carlos Santos Armendariz, Matthew Purver, Chang Shu, and Shalom Lappin 5:00-6:00

We study the influence of context on sentence acceptability. First we compare the acceptability ratings of sentences
judged in isolation, with a relevant context, and with an irrelevant context. Our results show that context induces a
cognitive load for humans, which compresses the distribution of ratings. Moreover, in relevant contexts we observe
a discourse coherence effect which uniformly raises acceptability. Next, we test unidirectional and bidirectional lan-
guage models in their ability to predict acceptability ratings. The bidirectional models show very promising results,
with the best model achieving a new state-of-the-art for unsupervised acceptability prediction. The two sets of ex-
periments provide insights into the cognitive aspects of sentence processing and central issues in the computational
modelling of text and discourse.

Learning to Understand Child-directed and Adult-directed Speech [Website][PDF]
Lieke Gelderloos, Grzegorz Chrupata, and Afra Alishahi 5:00-6:00

Speech directed to children differs from adult-directed speech in linguistic aspects such as repetition, word choice,
and sentence length, as well as in aspects of the speech signal itself, such as prosodic and phonemic variation. Human
language acquisition research indicates that child-directed speech helps language learners. This study explores the
effect of child-directed speech when learning to extract semantic information from speech directly. We compare
the task performance of models trained on adult-directed speech (ADS) and child-directed speech (CDS). We find
indications that CDS helps in the initial stages of learning, but eventually, models trained on ADS reach comparable
task performance, and generalize better. The results suggest that this is at least partially due to linguistic rather than
acoustic properties of the two registers, as we see the same pattern when looking at models trained on acoustically
comparable synthetic speech.

Predicting Depression in Screening Interviews from Latent Categorization of Interview Prompts
[Website][PDF]
Alex Rinaldi, Jean Fox Tree, and Snigdha Chaturvedi 5:00-6:00

Accurately diagnosing depression is difficult- requiring time-intensive interviews, assessments, and analysis. Hence,
automated methods that can assess linguistic patterns in these interviews could help psychiatric professionals make
faster, more informed decisions about diagnosis. We propose JLPC, a model that analyzes interview transcripts to
identify depression while jointly categorizing interview prompts into latent categories. This latent categorization
allows the model to define high-level conversational contexts that influence patterns of language in depressed indi-
viduals. We show that the proposed model not only outperforms competitive baselines, but that its latent prompt
categories provide psycholinguistic insights about depression.
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Session 1A: Dialogue and Interactive Systems-1

Coach: A Coarse-to-Fine Approach for Cross-domain Slot Filling [Website][PDF]
Zihan Liu, Genta Indra Winata, Peng Xu, and Pascale Fung 5:00-6:00

As an essential task in task-oriented dialog systems, slot filling requires extensive training data in a certain domain.
However, such data are not always available. Hence, cross-domain slot filling has naturally arisen to cope with this
data scarcity problem. In this paper, we propose a Coarse-to-fine approach (Coach) for cross-domain slot filling. Our
model first learns the general pattern of slot entities by detecting whether the tokens are slot entities or not. It then
predicts the specific types for the slot entities. In addition, we propose a template regularization approach to improve
the adaptation robustness by regularizing the representation of utterances based on utterance templates. Experi-
mental results show that our model significantly outperforms state-of-the-art approaches in slot filling. Furthermore,
our model can also be applied to the cross-domain named entity recognition task, and it achieves better adaptation
performance than other existing baselines. The code is available at https://github.com/zliucr/coach.

Designing Precise and Robust Dialogue Response Evaluators [Website][PDF]
Tianyu Zhao, Divesh Lala, and Tatsuya Kawahara 5:00-6:00

Automatic dialogue response evaluator has been proposed as an alternative to automated metrics and human eval-
uation. However, existing automatic evaluators achieve only moderate correlation with human judgement and they
are not robust. In this work, we propose to build a reference-free evaluator and exploit the power of semi-supervised
training and pretrained (masked) language models. Experimental results demonstrate that the proposed evaluator
achieves a strong correlation (> 0.6) with human judgement and generalizes robustly to diverse responses and cor-
pora. We open-source the code and data in https://github.com/ZHAOTING/dialog-processing.

Dialogue State Tracking with Explicit Slot Connection Modeling [Website][PDF]
Yawen Ouyang, Moxin Chen, Xinyu Dai, Yinggong Zhao, Shujian Huang, and Jiajun CHEN ~ 5:00-6:00

Recent proposed approaches have made promising progress in dialogue state tracking (DST). However, in multi-
domain scenarios, ellipsis and reference are frequently adopted by users to express values that have been mentioned
by slots from other domains. To handle these phenomena, we propose a Dialogue State Tracking with Slot Connec-
tions (DST-SC) model to explicitly consider slot correlations across different domains. Given a target slot, the slot
connecting mechanism in DST-SC can infer its source slot and copy the source slot value directly, thus significantly
reducing the difficulty of learning and reasoning. Experimental results verify the benefits of explicit slot connection
modeling, and our model achieves state-of-the-art performance on MultiwOZ 2.0 and MultiWOZ 2.1 datasets.

Generating Informative Conversational Response using Recurrent Knowledge-Interaction and
Knowledge-Copy [Website][PDF]
Xiexiong Lin, Weiyu Jian, Jianshan He, Taifeng Wang, and Wei Chu 5:00-6:00

Knowledge-driven conversation approaches have achieved remarkable research attention recently. However, gener-
ating an informative response with multiple relevant knowledge without losing fluency and coherence is still one of
the main challenges. To address this issue, this paper proposes a method that uses recurrent knowledge interaction
among response decoding steps to incorporate appropriate knowledge. Furthermore, we introduce a knowledge copy
mechanism using a knowledge-aware pointer network to copy words from external knowledge according to knowl-
edge attention distribution. Our joint neural conversation model which integrates recurrent Knowledge-Interaction
and knowledge Copy (KIC) performs well on generating informative responses. Experiments demonstrate that our
model with fewer parameters yields significant improvements over competitive baselines on two datasets Wizard-of-
Wikipedia(average Bleu +87%; abs.: 0.034) and DuConv(average Bleu +20%; abs.: 0.047)) with different knowledge
formats (textual & structured) and different languages (English & Chinese).

Guiding Variational Response Generator to Exploit Persona [Website][PDF]
Bowen Wu, MengYuan Li, Zongsheng Wang, Yifu Chen, Derek FE Wong, qihang feng qgihang, Junhong
Huang, and Baoxun Wang 5:00-6:00

Leveraging persona information of users in Neural Response Generators (NRG) to perform personalized conversa-
tions has been considered as an attractive and important topic in the research of conversational agents over the past
few years. Despite of the promising progress achieved by recent studies in this field, persona information tends to
be incorporated into neural networks in the form of user embeddings, with the expectation that the persona can
be involved via End-to-End learning. This paper proposes to adopt the personality-related characteristics of human
conversations into variational response generators, by designing a specific conditional variational autoencoder based
deep model with two new regularization terms employed to the loss function, so as to guide the optimization towards
the direction of generating both persona-aware and relevant responses. Besides, to reasonably evaluate the perfor-
mances of various persona modeling approaches, this paper further presents three direct persona-oriented metrics
from different perspectives. The experimental results have shown that our proposed methodology can notably im-
prove the performance of persona-aware response generation, and the metrics are reasonable to evaluate the results.

Large Scale Multi-Actor Generative Dialog Modeling [Website][PDF]
Alex Boyd, Raul Puri, Mohammad Shoeybi, Mostofa Patwary, and Bryan Catanzaro 5:00-6:00

Non-goal oriented dialog agents (i.e. chatbots) aim to produce varying and engaging conversations with a user; how-
ever, they typically exhibit either inconsistent personality across conversations or the average personality of all users.
This paper addresses these issues by controlling an agent’s persona upon generation via conditioning on prior con-
versations of a target actor. In doing so, we are able to utilize more abstract patterns within a person’s speech and
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better emulate them in generated responses. This work introduces the Generative Conversation Control model, an
augmented and fine-tuned GPT-2 language model that conditions on past reference conversations to probabilistically
model multi-turn conversations in the actor’s persona. We introduce an accompanying data collection procedure to
obtain 10.3M conversations from 6 months worth of Reddit comments. We demonstrate that scaling model sizes
from 117M to 8.3B parameters yields an improvement from 23.14 to 13.14 perplexity on 1.7M held out Reddit con-
versations. Increasing model scale yielded similar improvements in human evaluations that measure preference of
model samples to the held out target distribution in terms of realism (31% increased to 37% preference), style match-
ing (37% to 42%), grammar and content quality (29% to 42%), and conversation coherency (32% to 40%). We find that
conditionally modeling past conversations improves perplexity by 0.47 in automatic evaluations. Through human tri-
als we identify positive trends between conditional modeling and style matching and outline steps to further improve
persona control.

PLATO: Pre-trained Dialogue Generation Model with Discrete Latent Variable [Website][PDF]
Siqgi Bao, Huang He, Fan Wang, Hua Wu, and Haifeng Wang 5:00-6:00

Pre-training models have been proved effective for a wide range of natural language processing tasks. Inspired by
this, we propose a novel dialogue generation pre-training framework to support various kinds of conversations, in-
cluding chit-chat, knowledge grounded dialogues, and conversational question answering. In this framework, we
adopt flexible attention mechanisms to fully leverage the bi-directional context and the uni-directional characteristic
of language generation. We also introduce discrete latent variables to tackle the inherent one-to-many mapping prob-
lem in response generation. Two reciprocal tasks of response generation and latent act recognition are designed and
carried out simultaneously within a shared network. Comprehensive experiments on three publicly available datasets
verify the effectiveness and superiority of the proposed framework.

Slot-consistent NLG for Task-oriented Dialogue Systems with Iterative Rectification Network [Web-
site][PDF]
Yangming Li, Kaisheng Yao, Libo Qin, Wanxiang Che, Xiaolong Li, and Ting Liu 5:00-6:00

Data-driven approaches using neural networks have achieved promising performances in natural language genera-
tion (NLG). However, neural generators are prone to make mistakes, e.g., neglecting an input slot value and generating
aredundant slot value. Prior works refer this to hallucination phenomenon. In this paper, we study slot consistency
for building reliable NLG systems with all slot values of input dialogue act (DA) properly generated in output sen-
tences. We propose Iterative Rectification Network (IRN) for improving general NLG systems to produce both correct
and fluent responses. It applies a bootstrapping algorithm to sample training candidates and uses reinforcement
learning to incorporate discrete reward related to slot inconsistency into training. Comprehensive studies have been
conducted on multiple benchmark datasets, showing that the proposed methods have significantly reduced the slot
error rate (ERR) for all strong baselines. Human evaluations also have confirmed its effectiveness.

Span-ConveRT: Few-shot Span Extraction for Dialog with Pretrained Conversational Representa-
tions [Website] [PDF]
Samuel Coope, Tyler Farghly, Daniela Gerz, Ivan Vulié, and Matthew Henderson 5:00-6:00

We introduce Span-ConveRT, a light-weight model for dialog slot-filling which frames the task as a turn-based span
extraction task. This formulation allows for a simple integration of conversational knowledge coded in large pre-
trained conversational models such as ConveRT (Henderson et al., 2019). We show that leveraging such knowledge in
Span-ConveRT is especially useful for few-shot learning scenarios: we report consistent gains over 1) a span extractor
that trains representations from scratch in the target domain, and 2) a BERT-based span extractor. In order to inspire
more work on span extraction for the slot-filling task, we also release RESTAURANTS-8K, a new challenging data set
of 8,198 utterances, compiled from actual conversations in the restaurant booking domain.

Zero-Shot Transfer Learning with Synthesized Data for Multi-Domain Dialogue State Tracking [Web-
site][PDF]
Giovanni Campagna, Agata Foryciarz, Mehrad Moradshahi, and Monica Lam 5:00-6:00

Zero-shot transfer learning for multi-domain dialogue state tracking can allow us to handle new domains without in-
curring the high cost of data acquisition. This paper proposes new zero-short transfer learning technique for dialogue
state tracking where the in-domain training data are all synthesized from an abstract dialogue model and the ontol-
ogy of the domain. We show that data augmentation through synthesized data can improve the accuracy of zero-shot
learning for both the TRADE model and the BERT-based SUMBT model on the MultiWOZ 2.1 dataset. We show train-
ing with only synthesized in-domain data on the SUMBT model can reach about 2/3 of the accuracy obtained with
the full training dataset. We improve the zero-shot learning state of the art on average across domains by 21%.
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Session 1A: Discourse and Pragmatics-1

A Complete Shift-Reduce Chinese Discourse Parser with Robust Dynamic Oracle [Website][PDF]
Shyh-Shiun Hung, Hen-Hsen Huang, and Hsin-Hsi Chen 5:00-6:00

This work proposes a standalone, complete Chinese discourse parser for practical applications. We approach Chinese
discourse parsing from a variety of aspects and improve the shift-reduce parser not only by integrating the pre-trained
text encoder, but also by employing novel training strategies. We revise the dynamic-oracle procedure for training the
shift-reduce parser, and apply unsupervised data augmentation to enhance rhetorical relation recognition. Experi-
mental results show that our Chinese discourse parser achieves the state-of-the-art performance.

TransS-Driven Joint Learning Architecture for Implicit Discourse Relation Recognition|[Website][PDF]
Ruifang He, Jian Wang, Fengyu Guo, and Yugui Han 5:00-6:00

Implicit discourse relation recognition is a challenging task due to the lack of connectives as strong linguistic clues.
Previous methods primarily encode two arguments separately or extract the specific interaction patterns for the task,
which have not fully exploited the annotated relation signal. Therefore, we propose a novel TransS-driven joint learn-
ing architecture to address the issues. Specifically, based on the multi-level encoder, we 1) translate discourse relations
in low-dimensional embedding space (called TransS), which could mine the latent geometric structure information
of argument-relation instances; 2) further exploit the semantic features of arguments to assist discourse understand-
ing; 3) jointly learn 1) and 2) to mutually reinforce each other to obtain the better argument representations, so as to
improve the performance of the task. Extensive experimental results on the Penn Discourse TreeBank (PDTB) show
that our model achieves competitive results against several state-of-the-art systems.
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A Study of Non-autoregressive Model for Sequence Generation [Website][PDF]
Yi Ren, Jinglin Liu, Xu Tan, Zhou Zhao, sheng zhao sheng, and Tie-Yan Liu 5:00-6:00

Non-autoregressive (NAR) models generate all the tokens of a sequence in parallel, resulting in faster generation speed
compared to their autoregressive (AR) counterparts but at the cost of lower accuracy. Different techniques including
knowledge distillation and source-target alignment have been proposed to bridge the gap between AR and NAR mod-
els in various tasks such as neural machine translation (NMT), automatic speech recognition (ASR), and text to speech
(TTS). With the help of those techniques, NAR models can catch up with the accuracy of AR models in some tasks but
not in some others. In this work, we conduct a study to understand the difficulty of NAR sequence generation and
try to answer: (1) Why NAR models can catch up with AR models in some tasks but not all? (2) Why techniques like
knowledge distillation and source-target alignment can help NAR models. Since the main difference between AR and
NAR models is that NAR models do not use dependency among target tokens while AR models do, intuitively the
difficulty of NAR sequence generation heavily depends on the strongness of dependency among target tokens. To
quantify such dependency, we propose an analysis model called COMMA to characterize the difficulty of different
NAR sequence generation tasks. We have several interesting findings: 1) Among the NMT, ASR and TTS tasks, ASR
has the most target-token dependency while TTS has the least. 2) Knowledge distillation reduces the target-token de-
pendency in target sequence and thus improves the accuracy of NAR models. 3) Source-target alignment constraint
encourages dependency of a target token on source tokens and thus eases the training of NAR models.

Cross-modal Language Generation using Pivot Stabilization for Web-scale Language Coverage [Web-
site][PDF]
Ashish V. Thapliyal and Radu Soricut 5:00-6:00

Cross-modal language generation tasks such as image captioning are directly hurt in their ability to support non-
English languages by the trend of data-hungry models combined with the lack of non-English annotations. We in-
vestigate potential solutions for combining existing language-generation annotations in English with translation ca-
pabilities in order to create solutions at web-scale in both domain and language coverage. We describe an approach
called Pivot-Language Generation Stabilization (PLuGS), which leverages directly at training time both existing En-
glish annotations (gold data) as well as their machine-translated versions (silver data); at run-time, it generates first
an English caption and then a corresponding target-language caption. We show that PLuGS models outperform other
candidate solutions in evaluations performed over 5 different target languages, under a large-domain testset using
images from the Open Images dataset. Furthermore, we find an interesting effect where the English captions gener-
ated by the PLuGS models are better than the captions generated by the original, monolingual English model.

Fact-based Text Editing [Website][PDF]
Hayate Iso, Chao Qiao, and Hang Li 5:00-6:00

We propose a novel text editing task, referred to as fact-based text editing, in which the goal is to revise a given docu-
ment to better describe the facts in a knowledge base (e.g., several triples). The task is important in practice because
reflecting the truth is a common requirement in text editing. First, we propose a method for automatically generating
adataset for research on fact-based text editing, where each instance consists of a draft text, a revised text, and several
facts represented in triples. We apply the method into two public table-to-text datasets, obtaining two new datasets
consisting of 233k and 37k instances, respectively. Next, we propose a new neural network architecture for fact-based
text editing, called FACTEDITOR, which edits a draft text by referring to given facts using a buffer, a stream, and a
memory. A straightforward approach to address the problem would be to employ an encoder-decoder model. Our
experimental results on the two datasets show that FACTEDITOR outperforms the encoder-decoder approach in terms
of fidelity and fluency. The results also show that FACTEDITOR conducts inference faster than the encoder-decoder
approach.

Few-Shot NLG with Pre-Trained Language Model [Website][PDF]
Zhiyu Chen, Harini Eavani, Wenhu Chen, Yinyin Liu, and William Yang Wang 5:00-6:00

Neural-based end-to-end approaches to natural language generation (NLG) from structured data or knowledge are
data-hungry, making their adoption for real-world applications difficult with limited data. In this work, we propose
the new task of few-shot natural language generation. Motivated by how humans tend to summarize tabular data,
we propose a simple yet effective approach and show that it not only demonstrates strong performance but also
provides good generalization across domains. The design of the model architecture is based on two aspects: content
selection from input data and language modeling to compose coherent sentences, which can be acquired from prior
knowledge. With just 200 training examples, across multiple domains, we show that our approach achieves very
reasonable performances and outperforms the strongest baseline by an average of over 8.0 BLEU points improvement.
Our code and data can be found at https://github.com/czyssrs/Few-Shot-NLG

Fluent Response Generation for Conversational Question Answering [Website] [PDF]
Ashutosh Baheti, Alan Ritter, and Kevin Small 5:00-6:00

Question answering (QA) is an important aspect of open-domain conversational agents, garnering specific research
focus in the conversational QA (ConvQA) subtask. One notable limitation of recent ConvQA efforts is the response
being answer span extraction from the target corpus, thus ignoring the natural language generation (NLG) aspect of
high-quality conversational agents. In this work, we propose a method for situating QA responses within a SEQ2SEQ
NLG approach to generate fluent grammatical answer responses while maintaining correctness. From a technical
perspective, we use data augmentation to generate training data for an end-to-end system. Specifically, we develop
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Syntactic Transformations (STs) to produce question-specific candidate answer responses and rank them using a
BERT-based classifier (Devlin et al., 2019). Human evaluation on SQuAD 2.0 data (Rajpurkar et al., 2018) demonstrate
that the proposed model outperforms baseline CoQA and QuAC models in generating conversational responses. We
further show our model’s scalability by conducting tests on the CoQA dataset. The code and data are available at
https://github.com/abaheti95/QADialogSystem.

Generating Diverse and Consistent QA pairs from Contexts with Information-Maximizing Hierar-
chical Conditional VAEs [Website][PDF]
Dong Bok Lee, Seanie Lee, Woo Tae Jeong, Donghwan Kim, and Sung Ju Hwang 5:00-6:00

One of the most crucial challenges in question answering (QA) is the scarcity of labeled data, since it is costly to obtain
question-answer (QA) pairs for a target text domain with human annotation. An alternative approach to tackle the
problem is to use automatically generated QA pairs from either the problem context or from large amount of unstruc-
tured texts (e.g. Wikipedia). In this work, we propose a hierarchical conditional variational autoencoder (HCVAE) for
generating QA pairs given unstructured texts as contexts, while maximizing the mutual information between gener-
ated QA pairs to ensure their consistency. We validate our Information Maximizing Hierarchical Conditional Vari-
ational AutoEncoder (Info-HCVAE) on several benchmark datasets by evaluating the performance of the QA model
(BERT-base) using only the generated QA pairs (QA-based evaluation) or by using both the generated and human-
labeled pairs (semi-supervised learning) for training, against state-of-the-art baseline models. The results show that
our model obtains impressive performance gains over all baselines on both tasks, using only a fraction of data for
training.

Learning to Ask More: Semi-Autoregressive Sequential Question Generation under Dual-Graph In-
teraction [Website][PDF]
Zi Chai and Xiaojun Wan 5:00-6:00

Traditional Question Generation (TQG) aims to generate a question given an input passage and an answer. When
there is a sequence of answers, we can perform Sequential Question Generation (SQG) to produce a series of inter-
connected questions. Since the frequently occurred information omission and coreference between questions, SQG
is rather challenging. Prior works regarded SQG as a dialog generation task and recurrently produced each question.
However, they suffered from problems caused by error cascades and could only capture limited context dependencies.
To this end, we generate questions in a semi-autoregressive way. Our model divides questions into different groups
and generates each group of them in parallel. During this process, it builds two graphs focusing on information from
passages, answers respectively and performs dual-graph interaction to get information for generation. Besides, we
design an answer-aware attention mechanism and the coarse-to-fine generation scenario. Experiments on our new
dataset containing 81.9K questions show that our model substantially outperforms prior works.

Neural Syntactic Preordering for Controlled Paraphrase Generation [Website] [PDF]
Tanya Goyal and Greg Durrett 5:00-6:00

Paraphrasing natural language sentences is a multifaceted process: it might involve replacing individual words or
short phrases, local rearrangement of content, or high-level restructuring like topicalization or passivization. Past
approaches struggle to cover this space of paraphrase possibilities in an interpretable manner. Our work, inspired by
pre-ordering literature in machine translation, uses syntactic transformations to softly “reorder” the source sentence
and guide our neural paraphrasing model. First, given an input sentence, we derive a set of feasible syntactic rear-
rangements using an encoder-decoder model. This model operates over a partially lexical, partially syntactic view
of the sentence and can reorder big chunks. Next, we use each proposed rearrangement to produce a sequence of
position embeddings, which encourages our final encoder-decoder paraphrase model to attend to the source words
in a particular order. Our evaluation, both automatic and human, shows that the proposed system retains the quality
of the baseline approaches while giving a substantial increase in the diversity of the generated paraphrases.

Pre-train and Plug-in: Flexible Conditional Text Generation with Variational Auto-Encoders |[Web-
site][PDF]
Yu Duan, Canwen Xu, Jiaxin Pei, Jialong Han, and Chenliang Li 5:00-6:00

Conditional Text Generation has drawn much attention as a topic of Natural Language Generation (NLG) which pro-
vides the possibility for humans to control the properties of generated contents. Current conditional generation mod-
els cannot handle emerging conditions due to their joint end-to-end learning fashion. When a new condition added,
these techniques require full retraining. In this paper, we present a new framework named Pre-train and Plug-in
Variational Auto-Encoder (PPVAE) towards flexible conditional text generation. PPVAE decouples the text generation
module from the condition representation module to allow “one-to-many” conditional generation. When a fresh con-
dition emerges, only a lightweight network needs to be trained and works as a plug-in for PPVAE, which is efficient
and desirable for real-world applications. Extensive experiments demonstrate the superiority of PPVAE against the
existing alternatives with better conditionality and diversity but less training effort.

Probabilistically Masked Language Model Capable of Autoregressive Generation in Arbitrary Word
Order [Website][PDF]
Yi Liao, Xin Jiang, and Qun Liu 5:00-6:00

Masked language model and autoregressive language model are two types of language models. While pretrained
masked language models such as BERT overwhelm the line of natural language understanding (NLU) tasks, autore-
gressive language models such as GPT are especially capable in natural language generation (NLG). In this paper, we
propose a probabilistic masking scheme for the masked language model, which we call probabilistically masked lan-
guage model (PMLM). We implement a specific PMLM with a uniform prior distribution on the masking ratio named
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u-PMLM. We prove that u-PMLM is equivalent to an autoregressive permutated language model. One main advan-
tage of the model is that it supports text generation in arbitrary order with surprisingly good quality, which could
potentially enable new applications over traditional unidirectional generation. Besides, the pretrained u-PMLM also
outperforms BERT on a bunch of downstream NLU tasks.

Reverse Engineering Configurations of Neural Text Generation Models [Website][PDF]
Yi Tay, Dara Bahri, Che Zheng, Clifford Brunk, Donald Metzler, and Andrew Tomkins 5:00-6:00

Recent advances in neural text generation modeling have resulted in a number of societal concerns related to how
such approaches might be used in malicious ways. It is therefore desirable to develop a deeper understanding of the
fundamental properties of such models. The study of artifacts that emerge in machine generated text as a result of
modeling choices is a nascent research area. To this end, the extent and degree to which these artifacts surface in gen-
erated text is still unclear. In the spirit of better understanding generative text models and their artifacts, we propose
the new task of distinguishing which of several variants of a given model generated some piece of text. Specifically,
we conduct an extensive suite of diagnostic tests to observe whether modeling choices (e.g., sampling methods, top-k
probabilities, model architectures, etc.) leave detectable artifacts in the text they generate. Our key finding, which is
backed by a rigorous set of experiments, is that such artifacts are present and that different modeling choices can be
inferred by looking at generated text alone. This suggests that neural text generators may actually be more sensitive
to various modeling choices than previously thought.

Review-based Question Generation with Adaptive Instance Transfer and Augmentation [Web-
site][PDF]
Qian Yu, Lidong Bing, Qiong Zhang, Wai Lam, and Luo Si 5:00-6:00

While online reviews of products and services become an important information source, it remains inefficient for
potential consumers to exploit verbose reviews for fulfilling their information need. We propose to explore question
generation as a new way of review information exploitation, namely generating questions that can be answered by the
corresponding review sentences. One major challenge of this generation task is the lack of training data, i.e. explicit
mapping relation between the user-posed questions and review sentences. To obtain proper training instances for
the generation model, we propose an iterative learning framework with adaptive instance transfer and augmentation.
To generate to the point questions about the major aspects in reviews, related features extracted in an unsupervised
manner are incorporated without the burden of aspect annotation. Experiments on data from various categories of
a popular E-commerce site demonstrate the effectiveness of the framework, as well as the potentials of the proposed
review-based question generation task.

TAG : Type Auxiliary Guiding for Code Comment Generation [Website] [PDF]
Ruichu Cai, Zhihao Liang, Boyan Xu, zijian li zijian, Yuexing Hao, and Yao Chen 5:00-6:00

Existing leading code comment generation approaches with the structure-to-sequence framework ignores the type
information of the interpretation of the code, e.g., operator, string, etc. However, introducing the type information
into the existing framework is non-trivial due to the hierarchical dependence among the type information. In order
to address the issues above, we propose a Type Auxiliary Guiding encoder-decoder framework for the code comment
generation task which considers the source code as an N-ary tree with type information associated with each node.
Specifically, our framework is featured with a Type-associated Encoder and a Type-restricted Decoder which enables
adaptive summarization of the source code. We further propose a hierarchical reinforcement learning method to
resolve the training difficulties of our proposed framework. Extensive evaluations demonstrate the state-of-the-art
performance of our framework with both the auto-evaluated metrics and case studies.

Unsupervised Paraphrasing by Simulated Annealing [Website][PDF]
Xianggen Liu, Lili Mou, Fandong Meng, Hao Zhou, Jie Zhou, and Sen Song 5:00-6:00

We propose UPSA, a novel approach that accomplishes Unsupervised Paraphrasing by Simulated Annealing. We
model paraphrase generation as an optimization problem and propose a sophisticated objective function, involv-
ing semantic similarity, expression diversity, and language fluency of paraphrases. UPSA searches the sentence space
towards this objective by performing a sequence of local editing. We evaluate our approach on various datasets,
namely, Quora, Wikianswers, MSCOCO, and Twitter. Extensive results show that UPSA achieves the state-of-the-art
performance compared with previous unsupervised methods in terms of both automatic and human evaluations.
Further, our approach outperforms most existing domain-adapted supervised models, showing the generalizability
of UPSA.
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A Joint Model for Document Segmentation and Segment Labeling [Website][PDF]
Joe Barrow, Rajiv Jain, Vlad Morariu, Varun Manjunatha, Douglas Oard, and Philip Resnik  5:00-6:00

Text segmentation aims to uncover latent structure by dividing text from a document into coherent sections. Where
previous work on text segmentation considers the tasks of document segmentation and segment labeling separately,
we show that the tasks contain complementary information and are best addressed jointly. We introduce Segment
Pooling LSTM (S-LSTM), which is capable of jointly segmenting a document and labeling segments. In support of
joint training, we develop a method for teaching the model to recover from errors by aligning the predicted and ground
truth segments. We show that S-LSTM reduces segmentation error by 30% on average, while also improving segment
labeling.

Contextualized Weak Supervision for Text Classification [Website][PDF]
Dheeraj Mekala and Jingbo Shang 5:00-6:00

Weakly supervised text classification based on a few user-provided seed words has recently attracted much attention
from researchers. Existing methods mainly generate pseudo-labels in a context-free manner (e.g., string matching),
therefore, the ambiguous, context-dependent nature of human language has been long overlooked. In this paper, we
propose a novel framework ConWea, providing contextualized weak supervision for text classification. Specifically, we
leverage contextualized representations of word occurrences and seed word information to automatically differenti-
ate multiple interpretations of the same word, and thus create a contextualized corpus. This contextualized corpus is
further utilized to train the classifier and expand seed words in an iterative manner. This process not only adds new
contextualized, highly label-indicative keywords but also disambiguates initial seed words, making our weak super-
vision fully contextualized. Extensive experiments and case studies on real-world datasets demonstrate the necessity
and significant advantages of using contextualized weak supervision, especially when the class labels are fine-grained.

Every Document Owns Its Structure: Inductive Text Classification via Graph Neural Networks |[Web-
site][PDF]
Yufeng Zhang, Xueli Yu, Zeyu Cui, Shu Wu, Zhongzhen Wen, and Liang Wang 5:00-6:00

Text classification is fundamental in natural language processing (NLP) and Graph Neural Networks (GNN) are re-
cently applied in this task. However, the existing graph-based works can neither capture the contextual word rela-
tionships within each document nor fulfil the inductive learning of new words. Therefore in this work, to overcome
such problems, we propose TextING for inductive text classification via GNN. We first build individual graphs for each
document and then use GNN to learn the fine-grained word representations based on their local structure, which can
also effectively produce embeddings for unseen words in the new document. Finally, the word nodes are aggregated
as the document embedding. Extensive experiments on four benchmark datasets show that our method outperforms
state-of-the-art text classification methods.

Neural Topic Modeling with Bidirectional Adversarial Training [Website] [PDF]
Rui Wang, Xuemeng Hu, Deyu Zhou, Yulan He, Yuxuan Xiong, Chenchen Ye, and Haiyang Xu  5:00-6:00

Recent years have witnessed a surge of interests of using neural topic models for automatic topic extraction from text,
since they avoid the complicated mathematical derivations for model inference as in traditional topic models such
as Latent Dirichlet Allocation (LDA). However, these models either typically assume improper prior (e.g. Gaussian or
Logistic Normal) over latent topic space or could not infer topic distribution for a given document. To address these
limitations, we propose a neural topic modeling approach, called Bidirectional Adversarial Topic (BAT) model, which
represents the first attempt of applying bidirectional adversarial training for neural topic modeling. The proposed
BAT builds a two-way projection between the document-topic distribution and the document-word distribution. It
uses a generator to capture the semantic patterns from texts and an encoder for topic inference. Furthermore, to
incorporate word relatedness information, the Bidirectional Adversarial Topic model with Gaussian (Gaussian-BAT)
is extended from BAT. To verify the effectiveness of BAT and Gaussian-BAT, three benchmark corpora are used in our
experiments. The experimental results show that BAT and Gaussian-BAT obtain more coherent topics, outperforming
several competitive baselines. Moreover, when performing text clustering based on the extracted topics, our models
outperform all the baselines, with more significant improvements achieved by Gaussian-BAT where an increase of
near 6% is observed in accuracy.

Text Classification with Negative Supervision [Website][PDF]
Sora Ohashi, Junya Takayama, Tomoyuki Kajiwara, Chenhui Chu, and Yuki Arase 5:00-6:00

Advanced pre-trained models for text representation have achieved state-of-the-art performance on various text clas-
sification tasks. However, the discrepancy between the semantic similarity of texts and labelling standards affects
classifiers, i.e. leading to lower performance in cases where classifiers should assign different labels to semantically
similar texts. To address this problem, we propose a simple multitask learning model that uses negative supervision.
Specifically, our model encourages texts with different labels to have distinct representations. Comprehensive ex-
periments show that our model outperforms the state-of-the-art pre-trained model on both single- and multi-label
classifications, sentence and document classifications, and classifications in three different languages.
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Session 1A: Machine Translation-1

Content Word Aware Neural Machine Translation [Website][PDF]
Kehai Chen, Rui Wang, Masao Utiyama, and Eiichiro Sumita 5:00-6:00

Neural machine translation (NMT) encodes the source sentence in a universal way to generate the target sentence
word-by-word. However, NMT does not consider the importance of word in the sentence meaning, for example,
some words (i.e., content words) express more important meaning than others (i.e., function words). To address
this limitation, we first utilize word frequency information to distinguish between content and function words in a
sentence, and then design a content word-aware NMT to improve translation performance. Empirical results on the
WMT14 English-to-German, WMT14 English-to-French, and WMT17 Chinese-to-English translation tasks show that
the proposed methods can significantly improve the performance of Transformer-based NMT.

Evaluating Explanation Methods for Neural Machine Translation [Website] [PDF]
Jierui Li, Lemao Liu, Huayang Li, Guanlin Li, Guoping Huang, and Shuming Shi 5:00-6:00

Recently many efforts have been devoted to interpreting the black-box NMT models, but little progress has been made
on metrics to evaluate explanation methods. Word Alignment Error Rate can be used as such a metric that matches
human understanding, however, it can not measure explanation methods on those target words that are not aligned
to any source word. This paper thereby makes an initial attempt to evaluate explanation methods from an alternative
viewpoint. To this end, it proposes a principled metric based on fidelity in regard to the predictive behavior of the NMT
model. As the exact computation for this metric is intractable, we employ an efficient approach as its approximation.
On six standard translation tasks, we quantitatively evaluate several explanation methods in terms of the proposed
metric and we reveal some valuable findings for these explanation methods in our experiments.

Jointly Masked Sequence-to-Sequence Model for Non-Autoregressive Neural Machine Translation
[Website] [PDF]
Junliang Guo, Linli Xu, and Enhong Chen 5:00-6:00

The masked language model has received remarkable attention due to its effectiveness on various natural language
processing tasks. However, few works have adopted this technique in the sequence-to-sequence models. In this work,
we introduce a jointly masked sequence-to-sequence model and explore its application on non-autoregressive neural
machine translation~(NAT). Specifically, we first empirically study the functionalities of the encoder and the decoder
in NAT models, and find that the encoder takes a more important role than the decoder regarding the translation
quality. Therefore, we propose to train the encoder more rigorously by masking the encoder input while training. As
for the decoder, we propose to train it based on the consecutive masking of the decoder input with an $n$-gram loss
function to alleviate the problem of translating duplicate words. The two types of masks are applied to the model
jointly at the training stage. We conduct experiments on five benchmark machine translation tasks, and our model
can achieve $27.69$/$32.24$ BLEU scores on WMT14 English-German/German-English tasks with $5+$ times speed
up compared with an autoregressive model.

Learning Source Phrase Representations for Neural Machine Translation [Website][PDF]
Hongfei Xu, Josef van Genabith, Deyi Xiong, Qiuhui Liu, and Jingyi Zhang 5:00-6:00

The Transformer translation model (Vaswani et al., 2017) based on a multi-head attention mechanism can be com-
puted effectively in parallel and has significantly pushed forward the performance of Neural Machine Translation
(NMT). Though intuitively the attentional network can connect distant words via shorter network paths than RNNs,
empirical analysis demonstrates that it still has difficulty in fully capturing long-distance dependencies (Tang et al.,
2018). Considering that modeling phrases instead of words has significantly improved the Statistical Machine Transla-
tion (SMT) approach through the use of larger translation blocks ("phrases”) and its reordering ability, modeling NMT
at phrase level is an intuitive proposal to help the model capture long-distance relationships. In this paper, we first
propose an attentive phrase representation generation mechanism which is able to generate phrase representations
from corresponding token representations. In addition, we incorporate the generated phrase representations into
the Transformer translation model to enhance its ability to capture long-distance relationships. In our experiments,
we obtain significant improvements on the WMT 14 English-German and English-French tasks on top of the strong
Transformer baseline, which shows the effectiveness of our approach. Our approach helps Transformer Base models
perform at the level of Transformer Big models, and even significantly better for long sentences, but with substantially
fewer parameters and training steps. The fact that phrase representations help even in the big setting further supports
our conjecture that they make a valuable contribution to long-distance relations.

Lipschitz Constrained Parameter Initialization for Deep Transformers [Website] [PDF]
Hongfei Xu, Qiuhui Liu, Josef van Genabith, Deyi Xiong, and Jingyi Zhang 5:00-6:00

The Transformer translation model employs residual connection and layer normalization to ease the optimization dif-
ficulties caused by its multi-layer encoder/decoder structure. Previous research shows that even with residual connec-
tion and layer normalization, deep Transformers still have difficulty in training, and particularly Transformer models
with more than 12 encoder/decoder layers fail to converge. In this paper, we first empirically demonstrate that a sim-
ple modification made in the official implementation, which changes the computation order of residual connection
and layer normalization, can significantly ease the optimization of deep Transformers. We then compare the subtle
differences in computation order in considerable detail, and present a parameter initialization method that leverages
the Lipschitz constraint on the initialization of Transformer parameters that effectively ensures training convergence.
In contrast to findings in previous research we further demonstrate that with Lipschitz parameter initialization, deep
Transformers with the original computation order can converge, and obtain significant BLEU improvements with up
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to 24 layers. In contrast to previous research which focuses on deep encoders, our approach additionally enables
Transformers to also benefit from deep decoders.

Location Attention for Extrapolation to Longer Sequences [Website] [PDF]
Yann Dubois, Gautier Dagan, Dieuwke Hupkes, and Elia Bruni 5:00-6:00

Neural networks are surprisingly good at interpolating and perform remarkably well when the training set examples
resemble those in the test set. However, they are often unable to extrapolate patterns beyond the seen data, even
when the abstractions required for such patterns are simple. In this paper, we first review the notion of extrapolation,
why it is important and how one could hope to tackle it. We then focus on a specific type of extrapolation which is
especially useful for natural language processing: generalization to sequences that are longer than the training ones.
We hypothesize that models with a separate content- and location-based attention are more likely to extrapolate than
those with common attention mechanisms. We empirically support our claim for recurrent seq2seq models with our
proposed attention on variants of the Lookup Table task. This sheds light on some striking failures of neural models
for sequences and on possible methods to approaching such issues.

Multiscale Collaborative Deep Models for Neural Machine Translation [Website][PDF]
Xiangpeng Wei, Heng Yu, Yue Hu, Yue Zhang, Rongxiang Weng, and Weihua Luo 5:00-6:00

Recent evidence reveals that Neural Machine Translation (NMT) models with deeper neural networks can be more
effective but are difficult to train. In this paper, we present a MultiScale Collaborative (MSC) framework to ease the
training of NMT models that are substantially deeper than those used previously. We explicitly boost the gradient
back-propagation from top to bottom levels by introducing a block-scale collaboration mechanism into deep NMT
models. Then, instead of forcing the whole encoder stack directly learns a desired representation, we let each encoder
blocklearns a fine-grained representation and enhance it by encoding spatial dependencies using a context-scale col-
laboration. We provide empirical evidence showing that the MSC nets are easy to optimize and can obtain improve-
ments of translation quality from considerably increased depth. On IWSLT translation tasks with three translation
directions, our extremely deep models (with 72-layer encoders) surpass strong baselines by +2.2~+3.1 BLEU points.
In addition, our deep MSC achieves a BLEU score of 30.56 on WMT14 English-to-German task that significantly out-
performs state-of-the-art deep NMT models. We have included the source code in supplementary materials.

Norm-Based Curriculum Learning for Neural Machine Translation [Website][PDF]
Xuebo Liu, Houtim Lai, Derek E Wong, and Lidia S. Chao 5:00-6:00

A neural machine translation (NMT) system is expensive to train, especially with high-resource settings. As the NMT
architectures become deeper and wider, this issue gets worse and worse. In this paper, we aim to improve the effi-
ciency of training an NMT by introducing a novel norm-based curriculum learning method. We use the norm (aka
length or module) of a word embedding as a measure of 1) the difficulty of the sentence, 2) the competence of the
model, and 3) the weight of the sentence. The norm-based sentence difficulty takes the advantages of both linguis-
tically motivated and model-based sentence difficulties. It is easy to determine and contains learning-dependent
features. The norm-based model competence makes NMT learn the curriculum in a fully automated way, while the
norm-based sentence weight further enhances the learning of the vector representation of the NMT. Experimental re-
sults for the WMT’14 English-German and WMT’17 Chinese-English translation tasks demonstrate that the proposed
method outperforms strong baselines in terms of BLEU score (+1.17/+1.56) and training speedup (2.22x/3.33x).

Opportunistic Decoding with Timely Correction for Simultaneous Translation [Website][PDF]
Renjie Zheng, Mingbo Ma, Baigong Zheng, Kaibo Liu, and Liang Huang 5:00-6:00

Simultaneous translation has many important application scenarios and attracts much attention from both academia
and industry recently. Most existing frameworks, however, have difficulties in balancing between the translation qual-
ity and latency, i.e., the decoding policy is usually either too aggressive or too conservative. We propose an opportunis-
tic decoding technique with timely correction ability, which always (over-)generates a certain mount of extra words at
each step to keep the audience on track with the latest information. At the same time, it also corrects, in a timely fash-
ion, the mistakes in the former overgenerated words when observing more source context to ensure high translation
quality. Experiments show our technique achieves substantial reduction in latency and up to +3.1 increase in BLEU,
with revision rate under 8% in Chinese-to-English and English-to-Chinese translation.
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Adaptive Transformers for Learning Multimodal Representations [Website][PDF]
Prajjwal Bhargava 5:00-6:00

The usage of transformers has grown from learning about language semantics to forming meaningful visiolinguis-
tic representations. These architectures are often over-parametrized, requiring large amounts of computation. In
this work, we extend adaptive approaches to learn more about model interpretability and computational efficiency.
Specifically, we study attention spans, sparse, and structured dropout methods to help understand how their atten-
tion mechanism extends for vision and language tasks. We further show that these approaches can help us learn more
about how the network perceives the complexity of input sequences, sparsity preferences for different modalities, and
other related phenomena.

Story-level Text Style Transfer: A Proposal [Website][PDF]
Yusu Qian 5:00-6:00

Text style transfer aims to change the style of the input text to the target style while preserving the content to some
extent. Previous works on this task are on the sentence level. We aim to work on story-level text style transfer to
generate stories that preserve the plot of the input story while exhibiting a strong target style. The challenge in this
task compared to previous work is that the structure of the input story, consisting of named entities and their relations
with each other, needs to be preserved, and that the generated story needs to be consistent after adding flavors. We
plan to explore three methods including the BERT-based method, the Story Realization method, and the Graph-based
method.

Unsupervised Paraphasia Classification in Aphasic Speech [Website][PDF]
Sharan Pai, Nikhil Sachdeva, Prince Sachdeva, and Rajiv Ratn Shah 5:00-6:00

Aphasia is a speech and language disorder which results from brain damage, often characterized by word retrieval
deficit (anomia) resulting in naming errors (paraphasia). Automatic paraphasia detection has many benefits for both
treatment and diagnosis of Aphasia and its type. But supervised learning methods cant be properly utilized as there is
a lack of aphasic speech data. In this paper, we describe our novel unsupervised method which can be implemented
without the need for labeled paraphasia data. Our evaluations show that our method outperforms previous work
based on supervised learning and transfer learning approaches for English. We demonstrate the utility of our method
as an essential first step in developing augmentative and alternative communication (AAC) devices for patients suf-
fering from aphasia in any language.

HGCN4MeSH: Hybrid Graph Convolution Network for MeSH Indexing [Website][PDF]
Miaomiao Yu, Yujiu Yang, and Chenhui Li 5:00-6:00

Recently deep learning has been used in Medical subject headings (MeSH) indexing to reduce the time and monetary
cost by manual annotation, including DeepMeSH, TextCNN, etc. However, these models still suffer from failing to
capture the complex correlations between MeSH terms. To this end, we introduce Graph Convolution Network (GCN)
to learn the relationship between these terms, and present a novel Hybrid Graph Convolution Net for MeSH index
(HGCN4MeSH). Basically, we utilize two BiGRUs to learn the embedding representation of the abstract and the title
of the MeSH index text respectively. At the same time, we establish the adjacency matrix of MeSH terms based on
the co-occurrence relationships in Corpus, which is easy to apply for GCN representation learning. On the basis
of learning the mixed representation, the prediction problem of the MeSH index keywords is transformed into an
extreme multi-label classification problem after the attention layer operation. Experimental results on two datasets
show that HGCN4MeSH is competitive compared with the state-of-the-art methods.
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A Formal Hierarchy of RNN Architectures [Website][PDF]
William Merrill, Gail Weiss, Yoav Goldberg, Roy Schwartz, Noah A. Smith, and Eran Yahav 5:00-6:00

We develop a formal hierarchy of the expressive capacity of RNN architectures. The hierarchy is based on two formal
properties: space complexity, which measures the RNN’s memory, and rational recurrence, defined as whether the
recurrent update can be described by a weighted finite-state machine. We place several RNN variants within this hi-
erarchy. For example, we prove the LSTM is not rational, which formally separates it from the related QRNN (Bradbury
etal., 2016). We also show how these models’ expressive capacity is expanded by stacking multiple layers or compos-
ing them with different pooling functions. Our results build on the theory of “saturated” RNNs (Merrill, 2019). While
formally extending these findings to unsaturated RNNs is left to future work, we hypothesize that the practical learn-
able capacity of unsaturated RNNs obeys a similar hierarchy. We provide empirical results to support this conjecture.
Experimental findings from training unsaturated networks on formal languages support this conjecture.

A Three-Parameter Rank-Frequency Relation in Natural Languages [Website][PDF]
Chenchen Ding, Masao Utiyama, and Eiichiro Sumita 5:00-6:00
We present that, the rank-frequency relation in textual data follows f oc r~%(r + y)"3 , where f is the token frequency

and r is the rank by frequency, with (a, B, y) as parameters. The formulation is derived based on the empirical obser-
vation that d? (x + y)/dx? is a typical impulse function, where (x, y) = (logr,log f). The formulation is the power law
when f =0 and the Zipf~-Mandelbrot law when a = 0. We illustrate that «a is related to the analytic features of syntax
and g +y to those of morphology in natural languages from an investigation of multilingual corpora.

Dice Loss for Data-imbalanced NLP Tasks [Website][PDF]
Xiaoya Li, Xiaofei Sun, Yuxian Meng, Junjun Liang, Fei Wu, and Jiwei Li 5:00-6:00

Many NLP tasks such as tagging and machine reading comprehension are faced with the severe data imbalance issue:
negative examples significantly outnumber positive examples, and the huge number of easy-negative examples over-
whelms the training. The most commonly used cross entropy (CE) criteria is actually an accuracy-oriented objective,
and thus creates a discrepancy between training and test: at training time, each training instance contributes equally
to the objective function, while at test time F1 score concerns more about positive examples. In this paper, we pro-
pose to use dice loss in replacement of the standard cross-entropy objective for data-imbalanced NLP tasks. Dice loss
is based on the Serensen—Dice coefficient or Tversky index , which attaches similar importance to false positives and
false negatives, and is more immune to the data-imbalance issue. To further alleviate the dominating influence from
easy-negative examples in training, we propose to associate training examples with dynamically adjusted weights to
deemphasize easy-negative examples. Theoretical analysis shows that this strategy narrows down the gap between
the F1 score in evaluation and the dice loss in training. With the proposed training objective, we observe signifi-
cant performance boost on a wide range of data imbalanced NLP tasks. Notably, we are able to achieve SOTA results
on CTB5, CTB6 and UD1.4 for the part of speech tagging task; SOTA results on CONLL03, OntoNotes5.0, MSRA and
OntoNotes4.0 for the named entity recognition task; along with competitive results on the tasks of machine reading
comprehension and paraphrase identification.

Emergence of Syntax Needs Minimal Supervision [Website][PDF]
Raphaél Bailly and Kata Gdbor 5:00-6:00

This paper is a theoretical contribution to the debate on the learnability of syntax from a corpus without explicit
syntax-specific guidance. Our approach originates in the observable structure of a corpus, which we use to define
and isolate grammaticality (syntactic information) and meaning/pragmatics information. We describe the formal
characteristics of an autonomous syntax and show that it becomes possible to search for syntax-based lexical cate-
gories with a simple optimization process, without any prior hypothesis on the form of the model.

Language Models as an Alternative Evaluator of Word Order Hypotheses: A Case Study in Japanese
[Website][PDF]
Tatsuki Kuribayashi, Takumi Ito, Jun Suzuki, and Kentaro Inui 5:00-6:00

We examine a methodology using neural language models (LMs) for analyzing the word order of language. This LM-
based method has the potential to overcome the difficulties existing methods face, such as the propagation of prepro-
cessor errors in count-based methods. In this study, we explore whether the LM-based method is valid for analyzing
the word order. As a case study, this study focuses on Japanese due to its complex and flexible word order. To validate
the LM-based method, we test (i) parallels between LMs and human word order preference, and (ii) consistency of
the results obtained using the LM-based method with previous linguistic studies. Through our experiments, we ten-
tatively conclude that LMs display sufficient word order knowledge for usage as an analysis tool. Finally, using the
LM-based method, we demonstrate the relationship between the canonical word order and topicalization, which had
yet to be analyzed by large-scale experiments.

[TACL] Theoretical Limitations of Self-Attention in Neural Sequence Models [Website][PDF]
Michael Hahn 5:00-6:00

Transformers are emerging as the new workhorse of NLP, showing great success across tasks. Unlike LSTMs, trans-
formers process input sequences entirely through self-attention. Previous work has suggested that the computational
capabilities of self-attention to process hierarchical structures are limited. In this work, we mathematically investigate
the computational power of self-attention to model formal languages. Across both soft and hard attention, we show
strong theoretical limitations of the computational abilities of self-attention, finding that it cannot model periodic
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finite-state languages, nor hierarchical structure, unless the number of layers or heads increases with input length.
These limitations seem surprising given the practical success of self-attention and the prominent role assigned to
hierarchical structure in linguistics, suggesting that natural language can be approximated well with models that are
too weak for the formal languages typically assumed in theoretical linguistics.
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TextBrewer: An Open-Source Knowledge Distillation Toolkit for Natural Language Processing [Web-
site][PDF]
Ziqing Yang, Yiming Cui, Zhipeng Chen, Wanxiang Che, Ting Liu, Shijin Wang, and Guoping Hu

In this paper, we introduce TextBrewer, an open-source knowledge distillation toolkit designed for natural language
processing. It works with different neural network models and supports various kinds of supervised learning tasks,
such as text classification, reading comprehension, sequence labeling. TextBrewer provides a simple and uniform
workflow that enables quick setting up of distillation experiments with highly flexible configurations. It offers a set of
predefined distillation methods and can be extended with custom code. As a case study, we use TextBrewer to distill
BERT on several typical NLP tasks. With simple configurations, we achieve results that are comparable with or even
higher than the public distilled BERT models with similar numbers of parameters.
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Session 1B Details

Session 1B: Computational Social Science and Social Media-1

GCAN: Graph-aware Co-Attention Networks for Explainable Fake News Detection on Social Media
[Website][PDF]
Yi-Ju Lu and Cheng-Te Li 6:00~7:00

This paper solves the fake news detection problem under a more realistic scenario on social media. Given the source
short-text tweet and the corresponding sequence of retweet users without text comments, we aim at predicting whether
the source tweet is fake or not, and generating explanation by highlighting the evidences on suspicious retweeters
and the words they concern. We develop a novel neural network-based model, Graph-aware Co-Attention Networks
(GCAN), to achieve the goal. Extensive experiments conducted on real tweet datasets exhibit that GCAN can signif-
icantly outperform state-of-the-art methods by 16% in accuracy on average. In addition, the case studies also show
that GCAN can produce reasonable explanations.

Integrating Semantic and Structural Information with Graph Convolutional Network for Contro-
versy Detection [Website][PDF]
Lei Zhong, Juan Cao, Qiang Sheng, Junbo Guo, and Ziang Wang 6:00~7:00

Identifying controversial posts on social media is a fundamental task for mining public sentiment, assessing the in-
fluence of events, and alleviating the polarized views. However, existing methods fail to 1) effectively incorporate
the semantic information from content-related posts; 2) preserve the structural information for reply relationship
modeling; 3) properly handle posts from topics dissimilar to those in the training set. To overcome the first two
limitations, we propose Topic-Post-Comment Graph Convolutional Network (TPC-GCN), which integrates the infor-
mation from the graph structure and content of topics, posts, and comments for post-level controversy detection. As
to the third limitation, we extend our model to Disentangled TPC-GCN (DTPC-GCN), to disentangle topic-related and
topic-unrelated features and then fuse dynamically. Extensive experiments on two real-world datasets demonstrate
that our models outperform existing methods. Analysis of the results and cases proves that our models can integrate
both semantic and structural information with significant generalizability.

Predicting the Topical Stance and Political Leaning of Media using Tweets [Website][PDF]
Peter Stefanov, Kareem Darwish, Atanas Atanasov, and Preslav Nakov 6:00-7:00

Discovering the stances of media outlets and influential people on current, debatable topics is important for social
statisticians and policy makers. Many supervised solutions exist for determining viewpoints, but manually annotating
training data is costly. In this paper, we propose a cascaded method that uses unsupervised learning to ascertain the
stance of Twitter users with respect to a polarizing topic by leveraging their retweet behavior; then, it uses supervised
learning based on user labels to characterize both the general political leaning of online media and of popular Twitter
users, as well as their stance with respect to the target polarizing topic. We evaluate the model by comparing its
predictions to gold labels from the Media Bias/Fact Check website, achieving 82.6% accuracy.

Simple, Interpretable and Stable Method for Detecting Words with Usage Change across Corpora
[Website][PDF]
Hila Gonen, Ganesh Jawahar, Djamé Seddah, and Yoav Goldberg 6:00~7:00

The problem of comparing two bodies of text and searching for words that differ in their usage between them arises
often in digital humanities and computational social science. This is commonly approached by training word embed-
dings on each corpus, aligning the vector spaces, and looking for words whose cosine distance in the aligned space is
large. However, these methods often require extensive filtering of the vocabulary to perform well, and - as we show
in this work - result in unstable, and hence less reliable, results. We propose an alternative approach that does not
use vector space alignment, and instead considers the neighbors of each word. The method is simple, interpretable
and stable. We demonstrate its effectiveness in 9 different setups, considering different corpus splitting criteria (age,
gender and profession of tweet authors, time of tweet) and different languages (English, French and Hebrew).
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Session 1B: Dialogue and Interactive Systems-2

CDL: Curriculum Dual Learning for Emotion-Controllable Response Generation [Website][PDF]
Lei Shen and Yang Feng 6:00~7:00

Emotion-controllable response generation is an attractive and valuable task that aims to make open-domain conver-
sations more empathetic and engaging. Existing methods mainly enhance the emotion expression by adding regu-
larization terms to standard cross-entropy loss and thus influence the training process. However, due to the lack of
further consideration of content consistency, the common problem of response generation tasks, safe response, is
intensified. Besides, query emotions that can help model the relationship between query and response are simply
ignored in previous models, which would further hurt the coherence. To alleviate these problems, we propose a novel
framework named Curriculum Dual Learning (CDL) which extends the emotion-controllable response generation to
a dual task to generate emotional responses and emotional queries alternatively. CDL utilizes two rewards focusing
on emotion and content to improve the duality. Additionally, it applies curriculum learning to gradually generate
high-quality responses based on the difficulties of expressing various emotions. Experimental results show that CDL
significantly outperforms the baselines in terms of coherence, diversity, and relation to emotion factors.

[TACL] CrossWOZ: A Large-Scale Chinese Cross-Domain Task-Oriented Dialogue Dataset [Web-
site][PDF]
Qi Zhu, Kaili Huang, Zheng Zhang, Xiaoyan Zhu, and Minlie Huang 6:00~7:00

To advance multi-domain (cross-domain) dialogue modeling as well as alleviate the shortage of Chinese task-oriented
datasets, we propose CrossWOZ, the first large-scale Chinese Cross-Domain Wizard-of-Oz task-oriented dataset. It
contains 6K dialogue sessions and 102K utterances for 5 domains, including hotel, restaurant, attraction, metro, and
taxi. Moreover, the corpus contains rich annotation of dialogue states and dialogue acts at both user and system
sides. About 60% of the dialogues have cross-domain user goals that favor inter-domain dependency and encourage
natural transition across domains in conversation. We also provide a user simulator and several benchmark models
for pipelined task-oriented dialogue systems, which will facilitate researchers to compare and evaluate their models
on this corpus. The large size and rich annotation of CrossWOZ make it suitable to investigate a variety of tasks in
cross-domain dialogue modeling, such as dialogue state tracking, policy learning, user simulation, etc.

Efficient Dialogue State Tracking by Selectively Overwriting Memory [Website][PDF]
Sungdong Kim, Sohee Yang, Gyuwan Kim, and Sang-Woo Lee 6:00~7:00

Recent works in dialogue state tracking (DST) focus on an open vocabulary-based setting to resolve scalability and
generalization issues of the predefined ontology-based approaches. However, they are inefficient in that they predict
the dialogue state at every turn from scratch. Here, we consider dialogue state as an explicit fixed-sized memory
and propose a selectively overwriting mechanism for more efficient DST. This mechanism consists of two steps: (1)
predicting state operation on each of the memory slots, and (2) overwriting the memory with new values, of which
only a few are generated according to the predicted state operations. Our method decomposes DST into two sub-tasks
and guides the decoder to focus only on one of the tasks, thus reducing the burden of the decoder. This enhances the
effectiveness of training and DST performance. Our SOM-DST (Selectively Overwriting Memory for Dialogue State
Tracking) model achieves state-of-the-art joint goal accuracy with 51.72% in MultiwOZ 2.0 and 53.01% in MultiwOZ
2.1 in an open vocabulary-based DST setting. In addition, we analyze the accuracy gaps between the current and the
ground truth-given situations and suggest that it is a promising direction to improve state operation prediction to
boost the DST performance.

End-to-End Neural Pipeline for Goal-Oriented Dialogue Systems using GPT-2 [Website][PDF]
Donghoon Ham, Jeong-Gwan Lee, Youngsoo Jang, and Kee-Eung Kim 6:00-7:00

The goal-oriented dialogue system needs to be optimized for tracking the dialogue flow and carrying out an effective
conversation under various situations to meet the user goal. The traditional approach to build such a dialogue system
is to take a pipelined modular architecture, where its modules are optimized individually. However, such an optimiza-
tion scheme does not necessarily yield the overall performance improvement of the whole system. On the other hand,
end-to-end dialogue systems with monolithic neural architecture are often trained only with input-output utterances,
without taking into account the entire annotations available in the corpus. This scheme makes it difficult for goal-
oriented dialogues where the system needs to integrate with external systems or to provide interpretable information
about why the system generated a particular response. In this paper, we present an end-to-end neural architecture for
dialogue systems that addresses both challenges above. In the human evaluation, our dialogue system achieved the
success rate of 68.32%, the language understanding score of 4.149, and the response appropriateness score of 4.287,
which ranked the system at the top position in the end-to-end multi-domain dialogue system task in the 8th dialogue
systems technology challenge (DSTCS8).

Evaluating Dialogue Generation Systems via Response Selection [Website][PDF]
Shiki Sato, Reina Akama, Hiroki Ouchi, Jun Suzuki, and Kentaro Inui 6:00-7:00

Existing automatic evaluation metrics for open-domain dialogue response generation systems correlate poorly with
human evaluation. We focus on evaluating response generation systems via response selection. To evaluate sys-
tems properly via response selection, we propose a method to construct response selection test sets with well-chosen
false candidates. Specifically, we propose to construct test sets filtering out some types of false candidates: (i) those
unrelated to the ground-truth response and (ii) those acceptable as appropriate responses. Through experiments,
we demonstrate that evaluating systems via response selection with the test set developed by our method correlates
more strongly with human evaluation, compared with widely used automatic evaluation metrics such as BLEU.
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Gated Convolutional Bidirectional Attention-based Model for Off-topic Spoken Response Detection
[Website][PDF]
Yefei Zha, Ruobing Li, and Hui Lin 6:00-7:00

Off-topic spoken response detection, the task aiming at predicting whether a response is off-topic for the correspond-
ing prompt, is important for an automated speaking assessment system. In many real-world educational applica-
tions, off-topic spoken response detectors are required to achieve high recall for off-topic responses not only on seen
prompts but also on prompts that are unseen during training. In this paper, we propose a novel approach for off-
topic spoken response detection with high off-topic recall on both seen and unseen prompts. We introduce a new
model, Gated Convolutional Bidirectional Attention-based Model (GCBiA), which applies bi-attention mechanism
and convolutions to extract topic words of prompts and key-phrases of responses, and introduces gated unit and
residual connections between major layers to better represent the relevance of responses and prompts. Moreover, a
new negative sampling method is proposed to augment training data. Experiment results demonstrate that our novel
approach can achieve significant improvements in detecting off-topic responses with extremely high on-topic recall,
for both seen and unseen prompts.

Learning Low-Resource End-To-End Goal-Oriented Dialog for Fast and Reliable System Deployment
[Website][PDF]
Yinpei Dai, Hangyu Li, Chengguang Tang, Yongbin Li, Jian Sun, and Xiaodan Zhu 6:00~7:00

Existing end-to-end dialog systems perform less effectively when data is scarce. To obtain an acceptable success in
real-life online services with only a handful of training examples, both fast adaptability and reliable performance
are highly desirable for dialog systems. In this paper, we propose the Meta-Dialog System (MDS), which combines
the advantages of both meta-learning approaches and human-machine collaboration. We evaluate our methods on
a new extended-bAblI dataset and a transformed MultiWOZ dataset for low-resource goal-oriented dialog learning.
Experimental results show that MDS significantly outperforms non-meta-learning baselines and can achieve more
than 90% per-turn accuracies with only 10 dialogs on the extended-bAblI dataset.

Learning to Tag OOV Tokens by Integrating Contextual Representation and Background Knowledge
[Website][PDF]
Keqing He, Yuanmeng Yan, and Weiran XU 6:00-7:00

Neural-based context-aware models for slot tagging have achieved state-of-the-art performance. However, the pres-
ence of OOV(out-of-vocab) words significantly degrades the performance of neural-based models, especially in a
few-shot scenario. In this paper, we propose a novel knowledge-enhanced slot tagging model to integrate contex-
tual representation of input text and the large-scale lexical background knowledge. Besides, we use multi-level graph
attention to explicitly model lexical relations. The experiments show that our proposed knowledge integration mech-
anism achieves consistent improvements across settings with different sizes of training data on two public benchmark
datasets.

Multi-Agent Task-Oriented Dialog Policy Learning with Role-Aware Reward Decomposition [Web-
site][PDF]
Ryuichi Takanobu, Runze Liang, and Minlie Huang 6:00~7:00

Many studies have applied reinforcement learning to train a dialog policy and show great promise these years. One
common approach is to employ a user simulator to obtain a large number of simulated user experiences for rein-
forcement learning algorithms. However, modeling a realistic user simulator is challenging. A rule-based simulator
requires heavy domain expertise for complex tasks, and a data-driven simulator requires considerable data and it is
even unclear how to evaluate a simulator. To avoid explicitly building a user simulator beforehand, we propose Multi-
Agent Dialog Policy Learning, which regards both the system and the user as the dialog agents. Two agents interact
with each other and are jointly learned simultaneously. The method uses the actor-critic framework to facilitate pre-
training and improve scalability. We also propose Hybrid Value Network for the role-aware reward decomposition to
integrate role-specific domain knowledge of each agent in the task-oriented dialog. Results show that our method can
successfully build a system policy and a user policy simultaneously, and two agents can achieve a high task success
rate through conversational interaction.

Paraphrase Augmented Task-Oriented Dialog Generation [Website] [PDF]
Silin Gao, Yichi Zhang, Zhijian Ou, and Zhou Yu 6:00~7:00

Neural generative models have achieved promising performance on dialog generation tasks if given a huge data set.
However, the lack of high-quality dialog data and the expensive data annotation process greatly limit their application
in real world settings. We propose a paraphrase augmented response generation (PARG) framework that jointly trains
a paraphrase model and a response generation model to improve the dialog generation performance. We also design
a method to automatically construct paraphrase training data set based on dialog state and dialog act labels. PARG
is applicable to various dialog generation models, such as TSCP (Lei et al., 2018) and DAMD (Zhang et al., 2019). Ex-
perimental results show that the proposed framework improves these state-of-the-art dialog models further on Cam-
Rest676 and MultiWOZ. PARG also outperforms other data augmentation methods significantly in dialog generation
tasks, especially under low resource settings.

Response-Anticipated Memory for On-Demand Knowledge Integration in Response Generation
[Website] [PDF]

Zhiliang Tian, Wei Bi, Dongkyu Lee, Lanqing Xue, YIPING SONG, Xiaojiang Liu, and Nevin L. Zhang
6:00-7:00

Neural conversation models are known to generate appropriate but non-informative responses in general. A sce-
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nario where informativeness can be significantly enhanced is Conversing by Reading (CbR), where conversations take
place with respect to a given external document. In previous work, the external document is utilized by (1) creating
a context-aware document memory that integrates information from the document and the conversational context,
and then (2) generating responses referring to the memory. In this paper, we propose to create the document memory
with some anticipated responses in mind. This is achieved using a teacher-student framework. The teacher is given
the external document, the context, and the ground-truth response, and learns how to build a response-aware docu-
ment memory from three sources of information. The student learns to construct a response-anticipated document
memory from the first two sources, and teacher’s insight on memory creation. Empirical results show that our model
outperforms the previous state-of-the-art for the CbR task.

Semi-Supervised Dialogue Policy Learning via Stochastic Reward Estimation [Website][PDF]
Xinting Huang, Jianzhong Qi, Yu Sun, and Rui Zhang 6:00~7:00

Dialogue policy optimization often obtains feedback until task completion in task-oriented dialogue systems. This
is insufficient for training intermediate dialogue turns since supervision signals (or rewards) are only provided at
the end of dialogues. To address this issue, reward learning has been introduced to learn from state-action pairs
of an optimal policy to provide turn-by-turn rewards. This approach requires complete state-action annotations of
human-to-human dialogues (i.e., expert demonstrations), which is labor intensive. To overcome this limitation, we
propose a novel reward learning approach for semi-supervised policy learning. The proposed approach learns a dy-
namics model as the reward function which models dialogue progress (i.e., state-action sequences) based on expert
demonstrations, either with or without annotations. The dynamics model computes rewards by predicting whether
the dialogue progress is consistent with expert demonstrations. We further propose to learn action embeddings for a
better generalization of the reward function. The proposed approach outperforms competitive policy learning base-
lines on MultiWOZ, a benchmark multi-domain dataset.

Towards Unsupervised Language Understanding and Generation by Joint Dual Learning [Web-
site][PDF]
Shang-Yu Su, Chao-Wei Huang, and Yun-Nung Chen 6:00-7:00

In modular dialogue systems, natural language understanding (NLU) and natural language generation (NLG) are two
critical components, where NLU extracts the semantics from the given texts and NLG is to construct corresponding
natural language sentences based on the input semantic representations. However, the dual property between under-
standing and generation has been rarely explored. The prior work is the first attempt that utilized the duality between
NLU and NLG to improve the performance via a dual supervised learning framework. However, the prior work still
learned both components in a supervised manner; instead, this paper introduces a general learning framework to
effectively exploit such duality, providing flexibility of incorporating both supervised and unsupervised learning al-
gorithms to train language understanding and generation models in a joint fashion. The benchmark experiments
demonstrate that the proposed approach is capable of boosting the performance of both NLU and NLG. The source
code is available at: https://github.com/MiuLab/DuaLUG.

USR: An Unsupervised and Reference Free Evaluation Metric for Dialog Generation [Website][PDF]
Shikib Mehri and Maxine Eskenazi 6:00-7:00
The lack of meaningful automatic evaluation metrics for dialog has impeded open-domain dialog research. Standard
language generation metrics have been shown to be ineffective for evaluating dialog models. To this end, this paper
presents USR, an UnSupervised and Reference-free evaluation metric for dialog. USR is a reference-free metric that
trains unsupervised models to measure several desirable qualities of dialog. USR is shown to strongly correlate with
human judgment on both Topical-Chat (turn-level: 0.42, system-level: 1.0) and PersonaChat (turn-level: 0.48 and
system-level: 1.0). USR additionally produces interpretable measures for several desirable properties of dialog.
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Explicit Semantic Decomposition for Definition Generation [Website][PDF]
Jiahuan Li, Yu Bao, Shujian Huang, Xinyu Dai, and Jiajun CHEN 6:00-7:00

Definition generation, which aims to automatically generate dictionary definitions for words, has recently been pro-
posed to assist the construction of dictionaries and help people understand unfamiliar texts. However, previous works
hardly consider explicitly modeling the “components” of definitions, leading to under-specific generation results. In
this paper, we propose ESD, namely Explicit Semantic Decomposition for definition Generation, which explicitly de-
composes the meaning of words into semantic components, and models them with discrete latent variables for def-
inition generation. Experimental results show that ESD achieves top results on WordNet and Oxford benchmarks,
outperforming strong previous baselines.

Improved Natural Language Generation via Loss Truncation [Website][PDF]
Daniel Kang and Tatsunori Hashimoto 6:00~7:00

Neural language models are usually trained to match the distributional properties of large-scale corpora by minimiz-
ing the log loss. While straightforward to optimize, this approach forces the model to reproduce all variations in the
dataset, including noisy and invalid references (e.g., misannotations and hallucinated facts). Even a small fraction
of noisy data can degrade the performance of log loss. As an alternative, prior work has shown that minimizing the
distinguishability of generated samples is a principled and robust loss that can handle invalid references. However,
distinguishability has not been used in practice due to challenges in optimization and estimation. We propose loss
truncation: a simple and scalable procedure which adaptively removes high log loss examples as a way to optimize for
distinguishability. Empirically, we demonstrate that loss truncation outperforms existing baselines on distinguisha-
bility on a summarization task. Furthermore, we show that samples generated by the loss truncation model have
factual accuracy ratings that exceed those of baselines and match human references.

Line Graph Enhanced AMR-to-Text Generation with Mix-Order Graph Attention Networks [Web-
site][PDF]
Yanbin Zhao, Lu Chen, Zhi Chen, Ruisheng Cao, Su Zhu, and Kai Yu 6:00-7:00

Efficient structure encoding for graphs with labeled edges is an important yet challenging point in many graph-based
models. This work focuses on AMR-to-text generation — A graph-to-sequence task aiming to recover natural language
from Abstract Meaning Representations (AMR). Existing graph-to-sequence approaches generally utilize graph neural
networks as their encoders, which have two limitations: 1) The message propagation process in AMR graphs is only
guided by the first-order adjacency information. 2) The relationships between labeled edges are not fully considered.
In this work, we propose a novel graph encoding framework which can effectively explore the edge relations. We
also adopt graph attention networks with higher-order neighborhood information to encode the rich structure in
AMR graphs. Experiment results show that our approach obtains new state-of-the-art performance on English AMR
benchmark datasets. The ablation analyses also demonstrate that both edge relations and higher-order information
are beneficial to graph-to-sequence modeling.

Rigid Formats Controlled Text Generation [Website] [PDF]
Piji Li, Haisong Zhang, Xiaojiang Liu, and Shuming Shi 6:00-7:00

Neural text generation has made tremendous progress in various tasks. One common characteristic of most of the
tasks is that the texts are not restricted to some rigid formats when generating. However, we may confront some spe-
cial text paradigms such as Lyrics (assume the music score is given), Sonnet, SongCi (classical Chinese poetry of the
Song dynasty), etc. The typical characteristics of these texts are in three folds: (1) They must comply fully with the rigid
predefined formats. (2) They must obey some rhyming schemes. (3) Although they are restricted to some formats, the
sentence integrity must be guaranteed. To the best of our knowledge, text generation based on the predefined rigid
formats has not been well investigated. Therefore, we propose a simple and elegant framework named SongNet to
tackle this problem. The backbone of the framework is a Transformer-based auto-regressive language model. Sets
of symbols are tailor-designed to improve the modeling performance especially on format, rhyme, and sentence in-
tegrity. We improve the attention mechanism to impel the model to capture some future information on the format. A
pre-training and fine-tuning framework is designed to further improve the generation quality. Extensive experiments
conducted on two collected corpora demonstrate that our proposed framework generates significantly better results
in terms of both automatic metrics and the human evaluation.

Syn-QG: Syntactic and Shallow Semantic Rules for Question Generation [Website][PDF]
Kaustubh Dhole and Christopher D. Manning 6:00-7:00

Question Generation (QG) is fundamentally a simple syntactic transformation; however, many aspects of semantics
influence what questions are good to form. We implement this observation by developing Syn-QG, a set of transpar-
ent syntactic rules leveraging universal dependencies, shallow semantic parsing, lexical resources, and custom rules
which transform declarative sentences into question-answer pairs. We utilize PropBank argument descriptions and
VerbNet state predicates to incorporate shallow semantic content, which helps generate questions of a descriptive
nature and produce inferential and semantically richer questions than existing systems. In order to improve syn-
tactic fluency and eliminate grammatically incorrect questions, we employ back-translation over the output of these
syntactic rules. A set of crowd-sourced evaluations shows that our system can generate a larger number of highly
grammatical and relevant questions than previous QG systems and that back-translation drastically improves gram-
maticality at a slight cost of generating irrelevant questions.
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An Online Semantic-enhanced Dirichlet Model for Short Text Stream Clustering [Website][PDF]
Jay Kumar, Junming Shao, Salah Uddin, and Wazir Ali 6:00~7:00

Clustering short text streams is a challenging task due to its unique properties: infinite length, sparse data represen-
tation and cluster evolution. Existing approaches often exploit short text streams in a batch way. However, determine
the optimal batch size is usually a difficult task since we have no priori knowledge when the topics evolve. In addi-
tion, traditional independent word representation in graphical model tends to cause “term ambiguity” problem in
short text clustering. Therefore, in this paper, we propose an Online Semantic-enhanced Dirichlet Model for short
sext stream clustering, called OSDM, which integrates the word-occurance semantic information (i.e., context) into
a new graphical model and clusters each arriving short text automatically in an online way. Extensive results have
demonstrated that OSDM has better performance compared to many state-of-the-art algorithms on both synthetic
and real-world data sets.

Generative Semantic Hashing Enhanced via Boltzmann Machines [Website][PDF]
Lin Zheng, Qinliang Su, Dinghan Shen, and Changyou Chen 6:00-7:00

Generative semantic hashing is a promising technique for large-scale information retrieval thanks to its fast retrieval
speed and small memory footprint. For the tractability of training, existing generative-hashing methods mostly as-
sume a factorized form for the posterior distribution, enforcing independence among the bits of hash codes. From
the perspectives of both model representation and code space size, independence is always not the best assump-
tion. In this paper, to introduce correlations among the bits of hash codes, we propose to employ the distribution
of Boltzmann machine as the variational posterior. To address the intractability issue of training, we first develop an
approximate method to reparameterize the distribution of a Boltzmann machine by augmenting it as a hierarchical
concatenation of a Gaussian-like distribution and a Bernoulli distribution. Based on that, an asymptotically-exact
lower bound is further derived for the evidence lower bound (ELBO). With these novel techniques, the entire model
can be optimized efficiently. Extensive experimental results demonstrate that by effectively modeling correlations
among different bits within a hash code, our model can achieve significant performance gains.

Interactive Construction of User-Centric Dictionary for Text Analytics [Website] [PDF]
Ryosuke Kohita, Issei Yoshida, Hiroshi Kanayama, and Tetsuya Nasukawa 6:00~7:00

We propose a methodology to construct a term dictionary for text analytics through an interactive process between
a human and a machine, which helps the creation of flexible dictionaries with precise granularity required in typical
text analysis. This paper introduces the first formulation of interactive dictionary construction to address this issue.
To optimize the interaction, we propose a new algorithm that effectively captures an analyst’s intention starting from
only a small number of sample terms. Along with the algorithm, we also design an automatic evaluation framework
that provides a systematic assessment of any interactive method for the dictionary creation task. Experiments using
real scenario based corpora and dictionaries show that our algorithm outperforms baseline methods, and works even
with a small number of interactions.

Tree-Structured Neural Topic Model [Website][PDF]
Masaru Isonuma, Junichiro Mori, Danushka Bollegala, and Ichiro Sakata 6:00~7:00

This paper presents a tree-structured neural topic model, which has a topic distribution over a tree with an infinite
number of branches. Our model parameterizes an unbounded ancestral and fraternal topic distribution by applying
doubly-recurrent neural networks. With the help of autoencoding variational Bayes, our model improves data scala-
bility and achieves competitive performance when inducing latent topics and tree structures, as compared to a prior
tree-structured topic model (Blei et al., 2010). This work extends the tree-structured topic model such that it can be
incorporated with neural models for downstream tasks.

Unsupervised FAQ Retrieval with Question Generation and BERT [Website] [PDF]
Yosi Mass, Boaz Carmeli, Haggai Roitman, and David Konopnicki 6:00-7:00

We focus on the task of Frequently Asked Questions (FAQ) retrieval. A given user query can be matched against the
questions and/or the answers in the FAQ. We present a fully unsupervised method that exploits the FAQ pairs to train
two BERT models. The two models match user queries to FAQ answers and questions, respectively. We alleviate the
missing labeled data of the latter by automatically generating high-quality question paraphrases. We show that our
model is on par and even outperforms supervised models on existing datasets.
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”The Boating Store Had Its Best Sail Ever”: Pronunciation-attentive Contextualized Pun Recognition
[Website][PDF]
Yichao Zhou, Jyun-Yu Jiang, Jieyu Zhao, Kai-Wei Chang, and Wei Wang 6:00-7:00

Humor plays an important role in human languages and it is essential to model humor when building intelligence
systems. Among different forms of humor, puns perform wordplay for humorous effects by employing words with
double entendre and high phonetic similarity. However, identifying and modeling puns are challenging as puns usu-
ally involved implicit semantic or phonological tricks. In this paper, we propose Pronunciation-attentive Contextu-
alized Pun Recognition (PCPR) to perceive human humor, detect if a sentence contains puns and locate them in the
sentence. PCPR derives contextualized representation for each word in a sentence by capturing the association be-
tween the surrounding context and its corresponding phonetic symbols. Extensive experiments are conducted on two
benchmark datasets. Results demonstrate that the proposed approach significantly outperforms the state-of-the-art
methods in pun detection and location tasks. In-depth analyses verify the effectiveness and robustness of PCPR.

Fast and Accurate Deep Bidirectional Language Representations for Unsupervised Learning [Web-
site][PDF]
Joongbo Shin, Yoonhyung Lee, Seunghyun Yoon, and Kyomin Jung 6:00-7:00

Even though BERT has achieved successful performance improvements in various supervised learning tasks, BERT
is still limited by repetitive inferences on unsupervised tasks for the computation of contextual language representa-
tions. To resolve this limitation, we propose a novel deep bidirectional language model called a Transformer-based
Text Autoencoder (T-TA). The T-TA computes contextual language representations without repetition and displays the
benefits of a deep bidirectional architecture, such as that of BERT. In computation time experiments in a CPU envi-
ronment, the proposed T-TA performs over six times faster than the BERT-like model on a reranking task and twelve
times faster on a semantic similarity task. Furthermore, the T-TA shows competitive or even better accuracies than
those of BERT on the above tasks. Code is available at https://github.com/joongbo/tta.

Fine-grained Interest Matching for Neural News Recommendation [Website][PDF]
Heyuan Wang, Fangzhao Wu, Zheng Liu, and Xing Xie 6:00~7:00

Personalized news recommendation is a critical technology to improve users’ online news reading experience. The
core of news recommendation is accurate matching between user’s interests and candidate news. The same user
usually has diverse interests that are reflected in different news she has browsed. Meanwhile, important semantic
features of news are implied in text segments of different granularities. Existing studies generally represent each user
as a single vector and then match the candidate news vector, which may lose fine-grained information for recommen-
dation. In this paper, we propose FIM, a Fine-grained Interest Matching method for neural news recommendation.
Instead of aggregating user’s all historical browsed news into a unified vector, we hierarchically construct multi-level
representations for each news via stacked dilated convolutions. Then we perform fine-grained matching between
segment pairs of each browsed news and the candidate news at each semantic level. High-order salient signals are
then identified by resembling the hierarchy of image recognition for final click prediction. Extensive experiments on
areal-world dataset from MSN news validate the effectiveness of our model on news recommendation.

Interpretable Operational Risk Classification with Semi-Supervised Variational Autoencoder [Web-
site][PDF]
Fan Zhou, Shengming Zhang, and Yi Yang 6:00~7:00

Operational risk management is one of the biggest challenges nowadays faced by financial institutions. There are
several major challenges of building a text classification system for automatic operational risk prediction, includ-
ing imbalanced labeled/unlabeled data and lacking interpretability. To tackle these challenges, we present a semi-
supervised text classification framework that integrates multi-head attention mechanism with Semi-supervised varia-
tional inference for Operational Risk Classification (SemiORC). We empirically evaluate the framework on a real-world
dataset. The results demonstrate that our method can better utilize unlabeled data and learn visually interpretable
document representations. SemiORC also outperforms other baseline methods on operational risk classification.

Interpreting Twitter User Geolocation [Website] [PDF]
Ting Zhong, Tianliang Wang, Fan Zhou, Goce Trajcevski, Kunpeng Zhang, and Yi Yang 6:00~7:00

Identifying user geolocation in online social networks is an essential task in many location-based applications. Exist-
ing methods rely on the similarity of text and network structure, however, they suffer from a lack of interpretability on
the corresponding results, which is crucial for understanding model behavior. In this work, we adopt influence func-
tions to interpret the behavior of GNN-based models by identifying the importance of training users when predicting
the locations of the testing users. This methodology helps with providing meaningful explanations on prediction
results. Furthermore, it also initiates an attempt to uncover the so-called “black-box” GNN-based models by investi-
gating the effect of individual nodes.

Modeling Code-Switch Languages Using Bilingual Parallel Corpus [Website][PDF]
Grandee Lee and Haizhou Li 6:00-7:00

Language modeling is the technique to estimate the probability of a sequence of words. A bilingual language model
is expected to model the sequential dependency for words across languages, which is difficult due to the inherent
lack of suitable training data as well as diverse syntactic structure across languages. We propose a bilingual attention
language model (BALM) that simultaneously performs language modeling objective with a quasi-translation objective
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to model both the monolingual as well as the cross-lingual sequential dependency. The attention mechanism learns
the bilingual context from a parallel corpus. BALM achieves state-of-the-art performance on the SEAME code-switch
database by reducing the perplexity of 20.5% over the best-reported result. We also apply BALM in bilingual lexicon
induction, and language normalization tasks to validate the idea.

SpellGCN: Incorporating Phonological and Visual Similarities into Language Models for Chinese

Spelling Check [Website][PDF]
Xingyi Cheng, Weidi Xu, Kunlong Chen, Shaohua Jiang, Feng Wang, Taifeng Wang, Wei Chu, and Yuan
Qi 6:00-7:00

Chinese Spelling Check (CSC) is a task to detect and correct spelling errors in Chinese natural language. Existing meth-
ods have made attempts to incorporate the similarity knowledge between Chinese characters. However, they take the
similarity knowledge as either an external input resource or just heuristic rules. This paper proposes to incorporate
phonological and visual similarity knowledge into language models for CSC via a specialized graph convolutional
network (SpellGCN). The model builds a graph over the characters, and SpellGCN is learned to map this graph into a
set of inter-dependent character classifiers. These classifiers are applied to the representations extracted by another
network, such as BERT, enabling the whole network to be end-to-end trainable. Experiments are conducted on three
human-annotated datasets. Our method achieves superior performance against previous models by a large margin.

Spelling Error Correction with Soft-Masked BERT [Website][PDF]
Shaohua Zhang, Haoran Huang, Jicong Liu, and Hang Li 6:00~7:00

Spelling error correction is an important yet challenging task because a satisfactory solution of it essentially needs
human-level language understanding ability. Without loss of generality we consider Chinese spelling error correction
(CSC) in this paper. A state-of-the-art method for the task selects a character from a list of candidates for correc-
tion (including non-correction) at each position of the sentence on the basis of BERT, the language representation
model. The accuracy of the method can be sub-optimal, however, because BERT does not have sufficient capability
to detect whether there is an error at each position, apparently due to the way of pre-training it using mask language
modeling. In this work, we propose a novel neural architecture to address the aforementioned issue, which consists
of a network for error detection and a network for error correction based on BERT, with the former being connected
to the latter with what we call soft-masking technique. Our method of using ‘Soft-Masked BERT’ is general, and it
may be employed in other language detection-correction problems. Experimental results on two datasets, including
one large dataset which we create and plan to release, demonstrate that the performance of our proposed method is
significantly better than the baselines including the one solely based on BERT.
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A Frame-based Sentence Representation for Machine Reading Comprehension [Website][PDF]
Shaoru Guo, Ru Li, Hongye Tan, Xiaoli Li, Yong Guan, Hongyan Zhao, and Yueping Zhang 6:00~7:00

Sentence representation (SR) is the most crucial and challenging task in Machine Reading Comprehension (MRC).
MRC systems typically only utilize the information contained in the sentence itself, while human beings can lever-
age their semantic knowledge. To bridge the gap, we proposed a novel Frame-based Sentence Representation (FSR)
method, which employs frame semantic knowledge to facilitate sentence modelling. Specifically, different from exist-
ing methods that only model lexical units (LUs), Frame Representation Models, which utilize both LUs in frame and
Frame-to-Frame (F-to-F) relations, are designed to model frames and sentences with attention schema. Our proposed
FSR method is able to integrate multiple-frame semantic information to get much better sentence representations.
Our extensive experimental results show that it performs better than state-of-the-art technologies on machine read-
ing comprehension task.

A Methodology for Creating Question Answering Corpora Using Inverse Data Annotation [Web-
site][PDF]

Jan Deriu, Katsiaryna Mlynchyk, Philippe Schldipfer, Alvaro Rodrigo, Dirk von Griinigen, Nicolas Kaiser,
Kurt Stockinger, Eneko Agirre, and Mark Cieliebak 6:00-7:00

In this paper, we introduce a novel methodology to efficiently construct a corpus for question answering over struc-
tured data. For this, we introduce an intermediate representation that is based on the logical query plan in a database,
called Operation Trees (OT). This representation allows us to invert the annotation process without loosing flexibil-
ity in the types of queries that we generate. Furthermore, it allows for fine-grained alignment of the tokens to the
operations. Thus, we randomly generate OTs from a context free grammar and annotators just have to write the ap-
propriate question and assign the tokens. We compare our corpus OTTA (Operation Trees and Token Assignment), a
large semantic parsing corpus for evaluating natural language interfaces to databases, to Spider and LC-QuaD 2.0 and
show that our methodology more than triples the annotation speed while maintaining the complexity of the queries.
Finally, we train a state-of-the-art semantic parsing model on our data and show that our dataset is a challenging
dataset and that the token alignment can be leveraged to significantly increase the performance.

Contextualized Sparse Representations for Real-Time Open-Domain Question Answering [Web-
site][PDF]
Jinhyuk Lee, Minjoon Seo, Hannaneh Hajishirzi, and Jaewoo Kang 6:00-7:00

Open-domain question answering can be formulated as a phrase retrieval problem, in which we can expect huge
scalability and speed benefit but often suffer from low accuracy due to the limitation of existing phrase representation
models. In this paper, we aim to improve the quality of each phrase embedding by augmenting it with a contextualized
sparse representation (Sparc). Unlike previous sparse vectors that are term-frequency-based (e.g., tf-idf) or directly
learned (only few thousand dimensions), we leverage rectified self-attention to indirectly learn sparse vectors in n-
gram vocabulary space. By augmenting the previous phrase retrieval model (Seo et al., 2019) with Sparc, we show 4%+
improvement in CuratedTREC and SQUAD-Open. Our CuratedTREC score is even better than the best known retrieve
& read model with at least 45x faster inference speed.

Dynamic Sampling Strategies for Multi-Task Reading Comprehension [Website][PDF]
Ananth Gottumukkala, Dheeru Dua, Sameer Singh, and Matt Gardner 6:00~7:00

Building general reading comprehension systems, capable of solving multiple datasets at the same time, is a recent
aspirational goal in the research community. Prior work has focused on model architecture or generalization to held
out datasets, and largely passed over the particulars of the multi-task learning set up. We show that a simple dynamic
sampling strategy, selecting instances for training proportional to the multi-task model’s current performance on a
dataset relative to its single task performance, gives substantive gains over prior multi-task sampling strategies, miti-
gating the catastrophic forgetting that is common in multi-task learning. We also demonstrate that allowing instances
of different tasks to be interleaved as much as possible between each epoch and batch has a clear benefit in multi-
task performance over forcing task homogeneity at the epoch or batch level. Our final model shows greatly increased
performance over the best model on ORB, a recently-released multitask reading comprehension benchmark.

Enhancing Answer Boundary Detection for Multilingual Machine Reading Comprehension [Web-
site][PDF]

Fei Yuan, Linjun Shou, Xuanyu Bai, Ming Gong, Yaobo Liang, Nan Duan, Yan Fu, and Daxin Jiang 6:00~
7:00

Multilingual pre-trained models could leverage the training data from a rich source language (such as English) to
improve performance on low resource languages. However, the transfer quality for multilingual Machine Reading
Comprehension (MRC) is significantly worse than sentence classification tasks mainly due to the requirement of MRC
to detect the word level answer boundary. In this paper, we propose two auxiliary tasks in the fine-tuning stage to
create additional phrase boundary supervision: (1) A mixed MRC task, which translates the question or passage to
other languages and builds cross-lingual question-passage pairs; (2) A language-agnostic knowledge masking task by
leveraging knowledge phrases mined from web. Besides, extensive experiments on two cross-lingual MRC datasets
show the effectiveness of our proposed approach.
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Explicit Memory Tracker with Coarse-to-Fine Reasoning for Conversational Machine Reading [Web-
site][PDF]

Yifan Gao, Chien-Sheng Wu, Shafiq Joty, Caiming Xiong, Richard Socher, Irwin King, Michael Lyu, and
Steven C.H. Hoi 6:00-7:00
The goal of conversational machine reading is to answer user questions given a knowledge base text which may re-
quire asking clarification questions. Existing approaches are limited in their decision making due to struggles in
extracting question-related rules and reasoning about them. In this paper, we present a new framework of con-
versational machine reading that comprises a novel Explicit Memory Tracker (EMT) to track whether conditions
listed in the rule text have already been satisfied to make a decision. Moreover, our framework generates clarifica-
tion questions by adopting a coarse-to-fine reasoning strategy, utilizing sentence-level entailment scores to weight
token-level distributions. On the ShARC benchmark (blind, held-out) testset, EMT achieves new state-of-the-art re-
sults of 74.6% micro-averaged decision accuracy and 49.5 BLEU4. We also show that EMT is more interpretable by
visualizing the entailment-oriented reasoning process as the conversation flows. Code and models are released at
https://github.com/Yifan-Gao/explicit_memory_tracker.

Injecting Numerical Reasoning Skills into Language Models [Website][PDF]
Mor Geva, Ankit Gupta, and Jonathan Berant 6:00-7:00

Large pre-trained language models (LMs) are known to encode substantial amounts of linguistic information. How-
ever, high-level reasoning skills, such as numerical reasoning, are difficult to learn from a language-modeling objec-
tive only. Consequently, existing models for numerical reasoning have used specialized architectures with limited
flexibility. In this work, we show that numerical reasoning is amenable to automatic data generation, and thus one
can inject this skill into pre-trained LMs, by generating large amounts of data, and training in a multi-task setup.
We show that pre-training our model, GenBERT, on this data, dramatically improves performance on DROP (49.3 —>
72.3 F1), reaching performance that matches state-of-the-art models of comparable size, while using a simple and
general-purpose encoder-decoder architecture. Moreover, GenBERT generalizes well to math word problem datasets,
while maintaining high performance on standard RC tasks. Our approach provides a general recipe for injecting skills
into large pre-trained LMs, whenever the skill is amenable to automatic data augmentation.

Learning to Identify Follow-Up Questions in Conversational Question Answering [Website][PDF]
Souvik Kundu, Qian Lin, and Hwee Tou Ng 6:00-7:00

Despite recent progress in conversational question answering, most prior work does not focus on follow-up ques-
tions. Practical conversational question answering systems often receive follow-up questions in an ongoing conver-
sation, and it is crucial for a system to be able to determine whether a question is a follow-up question of the current
conversation, for more effective answer finding subsequently. In this paper, we introduce a new follow-up question
identification task. We propose a three-way attentive pooling network that determines the suitability of a follow-up
question by capturing pair-wise interactions between the associated passage, the conversation history, and a can-
didate follow-up question. It enables the model to capture topic continuity and topic shift while scoring a particular
candidate follow-up question. Experiments show that our proposed three-way attentive pooling network outperforms
all baseline systems by significant margins.

Query Graph Generation for Answering Multi-hop Complex Questions from Knowledge Bases [Web-
site][PDF]
Yunshi Lan and Jing Jiang 6:00-7:00

Previous work on answering complex questions from knowledge bases usually separately addresses two types of com-
plexity: questions with constraints and questions with multiple hops of relations. In this paper, we handle both types
of complexity at the same time. Motivated by the observation that early incorporation of constraints into query graphs
can more effectively prune the search space, we propose a modified staged query graph generation method with more
flexible ways to generate query graphs. Our experiments clearly show that our method achieves the state of the art on
three benchmark KBQA datasets.
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Session 1B: Resources and Evaluation-1

A Diverse Corpus for Evaluating and Developing English Math Word Problem Solvers [Website][PDF]
Shen-yun Miao, Chao-Chun Liang, and Keh-Yih Su 6:00~7:00

We present ASDiv (Academia Sinica Diverse MWP Dataset), a diverse (in terms of both language patterns and prob-
lem types) English math word problem (MWP) corpus for evaluating the capability of various MWP solvers. Existing
MWP corpora for studying Al progress remain limited either in language usage patterns or in problem types. We
thus present a new English MWP corpus with 2,305 MWPs that cover more text patterns and most problem types
taught in elementary school. Each MWP is annotated with its problem type and grade level (for indicating the level
of difficulty). Furthermore, we propose a metric to measure the lexicon usage diversity of a given MWP corpus, and
demonstrate that ASDiv is more diverse than existing corpora. Experiments show that our proposed corpus reflects
the true capability of MWP solvers more faithfully.

Improving Image Captioning Evaluation by Considering Inter References Variance  |[Website][PDF]
Yanzhi Yi, Hangyu Deng, and Jinglu Hu 6:00~7:00

Evaluating image captions is very challenging partially due to the fact that there are multiple correct captions for
every single image. Most of the existing one-to-one metrics operate by penalizing mismatches between reference
and generative caption without considering the intrinsic variance between ground truth captions. It usually leads to
over-penalization and thus a bad correlation to human judgment. Recently, the latest one-to-one metric BERTScore
can achieve high human correlation in system-level tasks while some issues can be fixed for better performance. In
this paper, we propose a novel metric based on BERTScore that could handle such a challenge and extend BERTScore
with a few new features appropriately for image captioning evaluation. The experimental results show that our metric
achieves state-of-the-art human judgment correlation.

Revisiting the Context Window for Cross-lingual Word Embeddings [Website][PDF]
Ryokan Ri and Yoshimasa Tsuruoka 6:00~7:00

Existing approaches to mapping-based cross-lingual word embeddings are based on the assumption that the source
and target embedding spaces are structurally similar. The structures of embedding spaces largely depend on the co-
occurrence statistics of each word, which the choice of context window determines. Despite this obvious connection
between the context window and mapping-based cross-lingual embeddings, their relationship has been underex-
plored in prior work. In this work, we provide a thorough evaluation, in various languages, domains, and tasks, of
bilingual embeddings trained with different context windows. The highlight of our findings is that increasing the size
of both the source and target window sizes improves the performance of bilingual lexicon induction, especially the
performance on frequent nouns.
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Session 1B Semantics: Lexical-1

Moving Down the Long Tail of Word Sense Disambiguation with Gloss Informed Bi-encoders [Web-
site][PDF]
Terra Blevins and Luke Zettlemoyer 6:00~7:00

A major obstacle in Word Sense Disambiguation (WSD) is that word senses are not uniformly distributed, causing
existing models to generally perform poorly on senses that are either rare or unseen during training. We propose a
bi-encoder model that independently embeds (1) the target word with its surrounding context and (2) the dictionary
definition, or gloss, of each sense. The encoders are jointly optimized in the same representation space, so that sense
disambiguation can be performed by finding the nearest sense embedding for each target word embedding. Our
system outperforms previous state-of-the-art models on English all-words WSD; these gains predominantly come
from improved performance on rare senses, leading to a 31.1% error reduction on less frequent senses over prior
work. This demonstrates that rare senses can be more effectively disambiguated by modeling their definitions.

57


https://virtual.acl2020.org/paper_main.95.html
https://virtual.acl2020.org/paper_main.95.html
https://www.aclweb.org/anthology/2020.acl-main.95.pdf

Session 1B UTC+0

Session 1B: Student Research Workshop

Grammatical Error Correction Using Pseudo Learner Corpus Considering Learner’s Error Tendency
[Website][PDF]
Yujin Takahashi, Satoru Katsumata, and Mamoru Komachi 6:00-7:00

Recently, several studies have focused on improving the performance of grammatical error correction (GEC) tasks us-
ing pseudo data. However, a large amount of pseudo data are required to train an accurate GEC model. To address the
limitations of language and computational resources, we assume that introducing pseudo errors into sentences sim-
ilar to those written by the language learners is more efficient, rather than incorporating random pseudo errors into
monolingual data. In this regard, we study the effect of pseudo data on GEC task performance using two approaches.
First, we extract sentences that are similar to the learners’ sentences from monolingual data. Second, we generate
realistic pseudo errors by considering error types that learners often make. Based on our comparative results, we
observe that F0.5 scores for the Russian GEC task are significantly improved.

Research on Task Discovery for Transfer Learning in Deep Neural Networks [Website][PDF]
Arda Akdemir 6:00-7:00

Deep neural network based machine learning models are shown to perform poorly on unseen or out-of-domain ex-
amples by numerous recent studies. Transfer learning aims to avoid overfitting and to improve generalizability by
leveraging the information obtained from multiple tasks. Yet, the benefits of transfer learning depend largely on task
selection and finding the right method of sharing. In this thesis, we hypothesize that current deep neural network
based transfer learning models do not achieve their fullest potential for various tasks and there are still many task
combinations that will benefit from transfer learning that are not considered by the current models. To this end, we
started our research by implementing a novel multi-task learner with relaxed annotated data requirements and ob-
tained a performance improvement on two NLP tasks. We will further devise models to tackle tasks from multiple
areas of machine learning, such as Bioinformatics and Computer Vision, in addition to NLP.

RPD: A Distance Function Between Word Embeddings [Website][PDF]
Xuhui Zhou, Shujian Huang, and Zaixiang Zheng 6:00-7:00

It is well-understood that different algorithms, training processes, and corpora produce different word embeddings.
However, less is known about the relation between different embedding spaces, i.e. how far different sets of em-
beddings deviate from each other. In this paper, we propose a novel metric called Relative Pairwise Inner Product
Distance (RPD) to quantify the distance between different sets of word embeddings. This unitary-invariant metric
has a unified scale for comparing different sets of word embeddings. Based on the properties of RPD, we study the
relations of word embeddings of different algorithms systematically and investigate the influence of different train-
ing processes and corpora. The results shed light on the poorly understood word embeddings and justify RPD as a
measure of the distance of embedding space.

Reflection-based Word Attribute Transfer [Website][PDF]
Yoichi Ishibashi, Katsuhito Sudoh, Koichiro Yoshino, and Satoshi Nakamura 6:00-7:00

Word embeddings, which often represent such analogic relations as king - man + woman ~ queen, can be used to
change a word’s attribute, including its gender. For transferring king into queen in this analogy-based manner, we
subtract a difference vector man - woman based on the knowledge that king is male. However, developing such
knowledge is very costly for words and attributes. In this work, we propose a novel method for word attribute trans-
fer based on reflection mappings without such an analogy operation. Experimental results show that our proposed
method can transfer the word attributes of the given words without changing the words that do not have the target
attributes.
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Demo Session 1C

Time: 6:30-7:15

Syntactic Search by Example [Website][PDF]
Micah Shlain, Hillel Taub-Tabib, Shoval Sadde, and Yoav Goldberg

We present a system that allows a user to search a large linguistically annotated corpus using syntactic patterns
over dependency graphs. In contrast to previous attempts to this effect, we introduce a light-weight query lan-
guage that does not require the user to know the details of the underlying syntactic representations, and instead
to query the corpus by providing an example sentence coupled with simple markup. Search is performed at an
interactive speed due to efficient linguistic graph-indexing and retrieval engine. This allows for rapid exploration,
development and refinement of syntax-based queries. We demonstrate the system using queries over two corpora:
the English wikipedia, and a collection of English pubmed abstracts. A demo of the wikipedia system is available at
https://allenai.github.io/spike/ .
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Demo Session 2A

Time: 8:00-8:45

Tabouid: a Wikipedia-based word guessing game [Website][PDF]
Timothée Bernard

We present Tabouid, a word-guessing game automatically generated from Wikipedia. Tabouid contains 10,000 (vir-
tual) cards in English, and as many in French, covering not only words and linguistic expressions but also a variety
of topics including artists, historical events or scientific concepts. Each card corresponds to a Wikipedia article, and
conversely, any article could be turned into a card. A range of relatively simple NLP and machine-learning techniques
are effectively integrated into a two-stage process. First, a large subset of Wikipedia articles are scored - this score
estimates the difficulty, or alternatively, the playability of the page. Then, the best articles are turned into cards by
selecting, for each of them, a list of banned words based on its content. We believe that the game we present is more
than mere entertainment and that, furthermore, this paper has pedagogical potential.

Talk to Papers: Bringing Neural Question Answering to Academic Search [Website][PDF]
Tiancheng Zhao and Kyusong Lee

We introduce Talk to Papers, which exploits the recent open-domain question answering (QA) techniques to improve
the current experience of academic search. It’s designed to enable researchers to use natural language queries to find
precise answers and extract insights from a massive amount of academic papers. We present a large improvement
over classic search engine baseline on several standard QA datasets and provide the community a collaborative data
collection tool to curate the first natural language processing research QA dataset via a community effort.
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Session 2A: Computational Social Science and Social Media-2

Code-Switching Patterns Can Be an Effective Route to Improve Performance of Downstream NLP
Applications: A Case Study of Humour, Sarcasm and Hate Speech Detection [Website] [PDF]
Srijan Bansal, Vishal Garimella, Ayush Suhane, Jasabanta Patro, and Animesh Mukherjee 8:00-9:00

In this paper, we demonstrate how code-switching patterns can be utilised to improve various downstream NLP appli-
cations. In particular, we encode various switching features to improve humour, sarcasm and hate speech detection
tasks. We believe that this simple linguistic observation can also be potentially helpful in improving other similar NLP
applications.

DTCA: Decision Tree-based Co-Attention Networks for Explainable Claim Verification [Website][PDF]
Lianwei Wu, Yuan Rao, yongqiang zhao yongqiang, Hao Liang, and Ambreen Nazir 8:00-9:00

Recently, many methods discover effective evidence from reliable sources by appropriate neural networks for ex-
plainable claim verification, which has been widely recognized. However, in these methods, the discovery process of
evidence is nontransparent and unexplained. Simultaneously, the discovered evidence is aimed at the interpretability
of the whole sequence of claims but insufficient to focus on the false parts of claims. In this paper, we propose a De-
cision Tree-based Co-Attention model (DTCA) to discover evidence for explainable claim verification. Specifically, we
first construct Decision Tree-based Evidence model (DTE) to select comments with high credibility as evidence in a
transparent and interpretable way. Then we design Co-attention Self-attention networks (CaSa) to make the selected
evidence interact with claims, which is for 1) training DTE to determine the optimal decision thresholds and obtain
more powerful evidence; and 2) utilizing the evidence to find the false parts in the claim. Experiments on two public
datasets, RumourEval and PHEME, demonstrate that DTCA not only provides explanations for the results of claim
verification but also achieves the state-of-the-art performance, boosting the F1-score by more than 3.11%, 2.41%,
respectively.

Integrating Semantic and Structural Information with Graph Convolutional Network for Contro-
versy Detection [Website][PDF]
Lei Zhong, Juan Cao, Qiang Sheng, Junbo Guo, and Ziang Wang 8:00-9:00

Identifying controversial posts on social media is a fundamental task for mining public sentiment, assessing the in-
fluence of events, and alleviating the polarized views. However, existing methods fail to 1) effectively incorporate
the semantic information from content-related posts; 2) preserve the structural information for reply relationship
modeling; 3) properly handle posts from topics dissimilar to those in the training set. To overcome the first two
limitations, we propose Topic-Post-Comment Graph Convolutional Network (TPC-GCN), which integrates the infor-
mation from the graph structure and content of topics, posts, and comments for post-level controversy detection. As
to the third limitation, we extend our model to Disentangled TPC-GCN (DTPC-GCN), to disentangle topic-related and
topic-unrelated features and then fuse dynamically. Extensive experiments on two real-world datasets demonstrate
that our models outperform existing methods. Analysis of the results and cases proves that our models can integrate
both semantic and structural information with significant generalizability.

Predicting the Topical Stance and Political Leaning of Media using Tweets [Website][PDF]
Peter Stefanov, Kareem Darwish, Atanas Atanasov, and Preslav Nakov 8:00-9:00

Discovering the stances of media outlets and influential people on current, debatable topics is important for social
statisticians and policy makers. Many supervised solutions exist for determining viewpoints, but manually annotating
training data is costly. In this paper, we propose a cascaded method that uses unsupervised learning to ascertain the
stance of Twitter users with respect to a polarizing topic by leveraging their retweet behavior; then, it uses supervised
learning based on user labels to characterize both the general political leaning of online media and of popular Twitter
users, as well as their stance with respect to the target polarizing topic. We evaluate the model by comparing its
predictions to gold labels from the Media Bias/Fact Check website, achieving 82.6% accuracy.

Simple, Interpretable and Stable Method for Detecting Words with Usage Change across Corpora
[Website][PDF]
Hila Gonen, Ganesh Jawahar, Djamé Seddah, and Yoav Goldberg 8:00-9:00

The problem of comparing two bodies of text and searching for words that differ in their usage between them arises
often in digital humanities and computational social science. This is commonly approached by training word embed-
dings on each corpus, aligning the vector spaces, and looking for words whose cosine distance in the aligned space is
large. However, these methods often require extensive filtering of the vocabulary to perform well, and - as we show
in this work - result in unstable, and hence less reliable, results. We propose an alternative approach that does not
use vector space alignment, and instead considers the neighbors of each word. The method is simple, interpretable
and stable. We demonstrate its effectiveness in 9 different setups, considering different corpus splitting criteria (age,
gender and profession of tweet authors, time of tweet) and different languages (English, French and Hebrew).
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Session 2A: Dialogue and Interactive Systems-3

CDL: Curriculum Dual Learning for Emotion-Controllable Response Generation [Website][PDF]
Lei Shen and Yang Feng 8:00-9:00

Emotion-controllable response generation is an attractive and valuable task that aims to make open-domain conver-
sations more empathetic and engaging. Existing methods mainly enhance the emotion expression by adding regu-
larization terms to standard cross-entropy loss and thus influence the training process. However, due to the lack of
further consideration of content consistency, the common problem of response generation tasks, safe response, is
intensified. Besides, query emotions that can help model the relationship between query and response are simply
ignored in previous models, which would further hurt the coherence. To alleviate these problems, we propose a novel
framework named Curriculum Dual Learning (CDL) which extends the emotion-controllable response generation to
a dual task to generate emotional responses and emotional queries alternatively. CDL utilizes two rewards focusing
on emotion and content to improve the duality. Additionally, it applies curriculum learning to gradually generate
high-quality responses based on the difficulties of expressing various emotions. Experimental results show that CDL
significantly outperforms the baselines in terms of coherence, diversity, and relation to emotion factors.

Learning Low-Resource End-To-End Goal-Oriented Dialog for Fast and Reliable System Deployment
[Website][PDF]
Yinpei Dai, Hangyu Li, Chengguang Tang, Yongbin Li, Jian Sun, and Xiaodan Zhu 8:00-9:00

Existing end-to-end dialog systems perform less effectively when data is scarce. To obtain an acceptable success in
real-life online services with only a handful of training examples, both fast adaptability and reliable performance
are highly desirable for dialog systems. In this paper, we propose the Meta-Dialog System (MDS), which combines
the advantages of both meta-learning approaches and human-machine collaboration. We evaluate our methods on
a new extended-bAbI dataset and a transformed MultiWOZ dataset for low-resource goal-oriented dialog learning.
Experimental results show that MDS significantly outperforms non-meta-learning baselines and can achieve more
than 90% per-turn accuracies with only 10 dialogs on the extended-bAbI dataset.

Response-Anticipated Memory for On-Demand Knowledge Integration in Response Generation
[Website][PDF]

Zhiliang Tian, Wei Bi, Dongkyu Lee, Lanqing Xue, YIPING SONG, Xiaojiang Liu, and Nevin L. Zhang
8:00-9:00

Neural conversation models are known to generate appropriate but non-informative responses in general. A sce-
nario where informativeness can be significantly enhanced is Conversing by Reading (CbR), where conversations take
place with respect to a given external document. In previous work, the external document is utilized by (1) creating
a context-aware document memory that integrates information from the document and the conversational context,
and then (2) generating responses referring to the memory. In this paper, we propose to create the document memory
with some anticipated responses in mind. This is achieved using a teacher-student framework. The teacher is given
the external document, the context, and the ground-truth response, and learns how to build a response-aware docu-
ment memory from three sources of information. The student learns to construct a response-anticipated document
memory from the first two sources, and teacher’s insight on memory creation. Empirical results show that our model
outperforms the previous state-of-the-art for the CbR task.

Towards Conversational Recommendation over Multi-Type Dialogs [Website][PDF]
Zeming Liu, Haifeng Wang, Zheng-Yu Niu, Hua Wu, Wanxiang Che, and Ting Liu 8:00-9:00

We focus on the study of conversational recommendation in the context of multi-type dialogs, where the bots can
proactively and naturally lead a conversation from a non-recommendation dialog (e.g., QA) to a recommendation
dialog, taking into account user’s interests and feedback. To facilitate the study of this task, we create a human-to-
human Chinese dialog dataset DuRecDial (about 10k dialogs, 156k utterances), where there are multiple sequential
dialogs for a pair of a recommendation seeker (user) and a recommender (bot). In each dialog, the recommender
proactively leads a multi-type dialog to approach recommendation targets and then makes multiple recommenda-
tions with rich interaction behavior. This dataset allows us to systematically investigate different parts of the overall
problem, e.g., how to naturally lead a dialog, how to interact with users for recommendation. Finally we establish
baseline results on DuRecDial for future studies.

Towards Unsupervised Language Understanding and Generation by Joint Dual Learning [Web-
site][PDF]
Shang-Yu Su, Chao-Wei Huang, and Yun-Nung Chen 8:00-9:00

In modular dialogue systems, natural language understanding (NLU) and natural language generation (NLG) are two
critical components, where NLU extracts the semantics from the given texts and NLG is to construct corresponding
natural language sentences based on the input semantic representations. However, the dual property between under-
standing and generation has been rarely explored. The prior work is the first attempt that utilized the duality between
NLU and NLG to improve the performance via a dual supervised learning framework. However, the prior work still
learned both components in a supervised manner; instead, this paper introduces a general learning framework to
effectively exploit such duality, providing flexibility of incorporating both supervised and unsupervised learning al-
gorithms to train language understanding and generation models in a joint fashion. The benchmark experiments
demonstrate that the proposed approach is capable of boosting the performance of both NLU and NLG. The source
code is available at: https://github.com/MiuLab/DuaLUG.
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Unknown Intent Detection Using Gaussian Mixture Model with an Application to Zero-shot Intent
Classification [Website] [PDF]
Guangfeng Yan, Lu Fan, Qimai Li, Han Liu, Xiaotong Zhang, Xiao-Ming Wu, and Albert Y.S. Lam  8:00-
9:00

User intent classification plays a vital role in dialogue systems. Since user intent may frequently change over time in
many realistic scenarios, unknown (new) intent detection has become an essential problem, where the study has just
begun. This paper proposes a semantic-enhanced Gaussian mixture model (SEG) for unknown intent detection. In
particular, we model utterance embeddings with a Gaussian mixture distribution and inject dynamic class semantic
information into Gaussian means, which enables learning more class-concentrated embeddings that help to facilitate
downstream outlier detection. Coupled with a density-based outlier detection algorithm, SEG achieves competitive
results on three real task-oriented dialogue datasets in two languages for unknown intent detection. On top of that,
we propose to integrate SEG as an unknown intent identifier into existing generalized zero-shot intent classification
models to improve their performance. A case study on a state-of-the-art method, ReCapsNet, shows that SEG can
push the classification performance to a significantly higher level.
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Expertise Style Transfer: A New Task Towards Better Communication between Experts and Laymen
[Website][PDF]
Yixin Cao, Ruihao Shui, Liangming Pan, Min-Yen Kan, Zhiyuan Liu, and Tat-Seng Chua 8:00-9:00

The curse of knowledge can impede communication between experts and laymen. We propose a new task of ex-
pertise style transfer and contribute a manually annotated dataset with the goal of alleviating such cognitive biases.
Solving this task not only simplifies the professional language, but also improves the accuracy and expertise level
of laymen descriptions using simple words. This is a challenging task, unaddressed in previous work, as it requires
the models to have expert intelligence in order to modify text with a deep understanding of domain knowledge and
structures. We establish the benchmark performance of five state-of-the-art models for style transfer and text sim-
plification. The results demonstrate a significant gap between machine and human performance. We also discuss
the challenges of automatic evaluation, to provide insights into future research directions. The dataset is publicly
available at https://srhthu.github.io/expertise-style-transfer/.

Fact-based Text Editing [Website][PDF]
Hayate Iso, Chao Qiao, and Hang Li 8:00-9:00

We propose a novel text editing task, referred to as fact-based text editing, in which the goal is to revise a given docu-
ment to better describe the facts in a knowledge base (e.g., several triples). The task is important in practice because
reflecting the truth is a common requirement in text editing. First, we propose a method for automatically generating
a dataset for research on fact-based text editing, where each instance consists of a draft text, a revised text, and several
facts represented in triples. We apply the method into two public table-to-text datasets, obtaining two new datasets
consisting of 233k and 37k instances, respectively. Next, we propose a new neural network architecture for fact-based
text editing, called FACTEDITOR, which edits a draft text by referring to given facts using a buffer, a stream, and a
memory. A straightforward approach to address the problem would be to employ an encoder-decoder model. Our
experimental results on the two datasets show that FACTEDITOR outperforms the encoder-decoder approach in terms
of fidelity and fluency. The results also show that FACTEDITOR conducts inference faster than the encoder-decoder
approach.

Fluent Response Generation for Conversational Question Answering [Website][PDF]
Ashutosh Baheti, Alan Ritter, and Kevin Small 8:00-9:00

Question answering (QA) is an important aspect of open-domain conversational agents, garnering specific research
focus in the conversational QA (ConvQA) subtask. One notable limitation of recent ConvQA efforts is the response
being answer span extraction from the target corpus, thus ignoring the natural language generation (NLG) aspect of
high-quality conversational agents. In this work, we propose a method for situating QA responses within a SEQ2SEQ
NLG approach to generate fluent grammatical answer responses while maintaining correctness. From a technical
perspective, we use data augmentation to generate training data for an end-to-end system. Specifically, we develop
Syntactic Transformations (STs) to produce question-specific candidate answer responses and rank them using a
BERT-based classifier (Devlin et al., 2019). Human evaluation on SQuAD 2.0 data (Rajpurkar et al., 2018) demonstrate
that the proposed model outperforms baseline CoQA and QUAC models in generating conversational responses. We
further show our model’s scalability by conducting tests on the CoQA dataset. The code and data are available at
https://github.com/abaheti95/QADialogSystem.

Learning to Ask More: Semi-Autoregressive Sequential Question Generation under Dual-Graph In-
teraction [Website][PDF]
Zi Chai and Xiaojun Wan 8:00-9:00

Traditional Question Generation (TQG) aims to generate a question given an input passage and an answer. When
there is a sequence of answers, we can perform Sequential Question Generation (SQG) to produce a series of inter-
connected questions. Since the frequently occurred information omission and coreference between questions, SQG
is rather challenging. Prior works regarded SQG as a dialog generation task and recurrently produced each question.
However, they suffered from problems caused by error cascades and could only capture limited context dependencies.
To this end, we generate questions in a semi-autoregressive way. Our model divides questions into different groups
and generates each group of them in parallel. During this process, it builds two graphs focusing on information from
passages, answers respectively and performs dual-graph interaction to get information for generation. Besides, we
design an answer-aware attention mechanism and the coarse-to-fine generation scenario. Experiments on our new
dataset containing 81.9K questions show that our model substantially outperforms prior works.

Line Graph Enhanced AMR-to-Text Generation with Mix-Order Graph Attention Networks [Web-
site][PDF]
Yanbin Zhao, Lu Chen, Zhi Chen, Ruisheng Cao, Su Zhu, and Kai Yu 8:00-9:00

Efficient structure encoding for graphs with labeled edges is an important yet challenging point in many graph-based
models. This work focuses on AMR-to-text generation — A graph-to-sequence task aiming to recover natural language
from Abstract Meaning Representations (AMR). Existing graph-to-sequence approaches generally utilize graph neural
networks as their encoders, which have two limitations: 1) The message propagation process in AMR graphs is only
guided by the first-order adjacency information. 2) The relationships between labeled edges are not fully considered.
In this work, we propose a novel graph encoding framework which can effectively explore the edge relations. We
also adopt graph attention networks with higher-order neighborhood information to encode the rich structure in
AMR graphs. Experiment results show that our approach obtains new state-of-the-art performance on English AMR
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benchmark datasets. The ablation analyses also demonstrate that both edge relations and higher-order information
are beneficial to graph-to-sequence modeling.

Probabilistically Masked Language Model Capable of Autoregressive Generation in Arbitrary Word
Order [Website][PDF]
Yi Liao, Xin Jiang, and Qun Liu 8:00-9:00

Masked language model and autoregressive language model are two types of language models. While pretrained
masked language models such as BERT overwhelm the line of natural language understanding (NLU) tasks, autore-
gressive language models such as GPT are especially capable in natural language generation (NLG). In this paper, we
propose a probabilistic masking scheme for the masked language model, which we call probabilistically masked lan-
guage model (PMLM). We implement a specific PMLM with a uniform prior distribution on the masking ratio named
u-PMLM. We prove that u-PMLM is equivalent to an autoregressive permutated language model. One main advan-
tage of the model is that it supports text generation in arbitrary order with surprisingly good quality, which could
potentially enable new applications over traditional unidirectional generation. Besides, the pretrained u-PMLM also
outperforms BERT on a bunch of downstream NLU tasks.

Review-based Question Generation with Adaptive Instance Transfer and Augmentation [Web-
site][PDF]
Qian Yu, Lidong Bing, Qiong Zhang, Wai Lam, and Luo Si 8:00-9:00

While online reviews of products and services become an important information source, it remains inefficient for
potential consumers to exploit verbose reviews for fulfilling their information need. We propose to explore question
generation as a new way of review information exploitation, namely generating questions that can be answered by the
corresponding review sentences. One major challenge of this generation task is the lack of training data, i.e. explicit
mapping relation between the user-posed questions and review sentences. To obtain proper training instances for
the generation model, we propose an iterative learning framework with adaptive instance transfer and augmentation.
To generate to the point questions about the major aspects in reviews, related features extracted in an unsupervised
manner are incorporated without the burden of aspect annotation. Experiments on data from various categories of
a popular E-commerce site demonstrate the effectiveness of the framework, as well as the potentials of the proposed
review-based question generation task.

Towards Faithful Neural Table-to-Text Generation with Content-Matching Constraints|[Website][PDF]
Zhenyi Wang, Xiaoyang Wang, Bang An, Dong Yu, and Changyou Chen 8:00-9:00

Text generation from a knowledge base aims to translate knowledge triples to natural language descriptions. Most
existing methods ignore the faithfulness between a generated text description and the original table, leading to gen-
erated information that goes beyond the content of the table. In this paper, for the first time, we propose a novel
Transformer-based generation framework to achieve the goal. The core techniques in our method to enforce faith-
fulness include a new table-text optimal-transport matching loss and a table-text embedding similarity loss based on
the Transformer model. Furthermore, to evaluate faithfulness, we propose a new automatic metric specialized to the
table-to-text generation problem. We also provide detailed analysis on each component of our model in our experi-
ments. Automatic and human evaluations show that our framework can significantly outperform state-of-the-art by
a large margin.
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Dynamic Memory Induction Networks for Few-Shot Text Classification [Website][PDF]
Ruiying Geng, Binhua Li, Yongbin Li, Jian Sun, and Xiaodan Zhu 8:00-9:00

This paper proposes Dynamic Memory Induction Networks (DMIN) for few-short text classification. The model de-
velops a dynamic routing mechanism over static memory, enabling it to better adapt to unseen classes, a critical ca-
pability for few-short classification. The model also expands the induction process with supervised learning weights
and query information to enhance the generalization ability of meta-learning. The proposed model brings forward
the state-of-the-art performance significantly by 2~4% improvement on the miniRCV1 and ODIC datasets. Detailed
analysis is further performed to show how the proposed network achieves the new performance.

Every Document Owns Its Structure: Inductive Text Classification via Graph Neural Networks |[Web-
site][PDF]
Yufeng Zhang, Xueli Yu, Zeyu Cui, Shu Wu, Zhongzhen Wen, and Liang Wang 8:00-9:00

Text classification is fundamental in natural language processing (NLP) and Graph Neural Networks (GNN) are re-
cently applied in this task. However, the existing graph-based works can neither capture the contextual word rela-
tionships within each document nor fulfil the inductive learning of new words. Therefore in this work, to overcome
such problems, we propose TextING for inductive text classification via GNN. We first build individual graphs for each
document and then use GNN to learn the fine-grained word representations based on their local structure, which can
also effectively produce embeddings for unseen words in the new document. Finally, the word nodes are aggregated
as the document embedding. Extensive experiments on four benchmark datasets show that our method outperforms
state-of-the-art text classification methods.

Exclusive Hierarchical Decoding for Deep Keyphrase Generation [Website][PDF]
Wang Chen, Hou Pong Chan, Piji Li, and Irwin King 8:00-9:00

Keyphrase generation (KG) aims to summarize the main ideas of a document into a set of keyphrases. A new setting
is recently introduced into this problem, in which, given a document, the model needs to predict a set of keyphrases
and simultaneously determine the appropriate number of keyphrases to produce. Previous work in this setting em-
ploys a sequential decoding process to generate keyphrases. However, such a decoding method ignores the intrinsic
hierarchical compositionality existing in the keyphrase set of a document. Moreover, previous work tends to generate
duplicated keyphrases, which wastes time and computing resources. To overcome these limitations, we propose an
exclusive hierarchical decoding framework that includes a hierarchical decoding process and either a soft or a hard
exclusion mechanism. The hierarchical decoding process is to explicitly model the hierarchical compositionality of a
keyphrase set. Both the soft and the hard exclusion mechanisms keep track of previously-predicted keyphrases within
a window size to enhance the diversity of the generated keyphrases. Extensive experiments on multiple KG bench-
mark datasets demonstrate the effectiveness of our method to generate less duplicated and more accurate keyphrases.

Hierarchy-Aware Global Model for Hierarchical Text Classification [Website][PDF]
Jie Zhou, Chunping Ma, Dingkun Long, Guangwei Xu, Ning Ding, Haoyu Zhang, Pengjun Xie, and Gong-
shen Liu 8:00-9:00

Hierarchical text classification is an essential yet challenging subtask of multi-label text classification with a taxo-
nomic hierarchy. Existing methods have difficulties in modeling the hierarchical label structure in a global view. Fur-
thermore, they cannot make full use of the mutual interactions between the text feature space and the label space. In
this paper, we formulate the hierarchy as a directed graph and introduce hierarchy-aware structure encoders for mod-
eling label dependencies. Based on the hierarchy encoder, we propose a novel end-to-end hierarchy-aware global
model (HIAGM) with two variants. A multi-label attention variant (HHAGM-LA) learns hierarchy-aware label em-
beddings through the hierarchy encoder and conducts inductive fusion of label-aware text features. A text feature
propagation model (HIAGM-TP) is proposed as the deductive variant that directly feeds text features into hierarchy
encoders. Compared with previous works, both HIAGM-LA and HiAGM-TP achieve significant and consistent im-
provements on three benchmark datasets.

Interactive Construction of User-Centric Dictionary for Text Analytics [Website] [PDF]
Ryosuke Kohita, Issei Yoshida, Hiroshi Kanayama, and Tetsuya Nasukawa 8:00-9:00

We propose a methodology to construct a term dictionary for text analytics through an interactive process between
a human and a machine, which helps the creation of flexible dictionaries with precise granularity required in typical
text analysis. This paper introduces the first formulation of interactive dictionary construction to address this issue.
To optimize the interaction, we propose a new algorithm that effectively captures an analyst’s intention starting from
only a small number of sample terms. Along with the algorithm, we also design an automatic evaluation framework
that provides a systematic assessment of any interactive method for the dictionary creation task. Experiments using
real scenario based corpora and dictionaries show that our algorithm outperforms baseline methods, and works even
with a small number of interactions.

Keyphrase Generation for Scientific Document Retrieval [Website][PDF]
Florian Boudin, Ygor Gallina, and Akiko Aizawa 8:00-9:00

Sequence-to-sequence models have lead to significant progress in keyphrase generation, but it remains unknown
whether they are reliable enough to be beneficial for document retrieval. This study provides empirical evidence
that such models can significantly improve retrieval performance, and introduces a new extrinsic evaluation frame-
work that allows for a better understanding of the limitations of keyphrase generation models. Using this frame-
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work, we point out and discuss the difficulties encountered with supplementing documents with -not present in text-
keyphrases, and generalizing models across domains. Our code is available at https://github.com/boudinfl/ir-using-

kg
Neural Topic Modeling with Bidirectional Adversarial Training [Website][PDF]
Rui Wang, Xuemeng Hu, Deyu Zhou, Yulan He, Yuxuan Xiong, Chenchen Ye, and Haiyang Xu — 8:00-9:00

Recent years have witnessed a surge of interests of using neural topic models for automatic topic extraction from text,
since they avoid the complicated mathematical derivations for model inference as in traditional topic models such
as Latent Dirichlet Allocation (LDA). However, these models either typically assume improper prior (e.g. Gaussian or
Logistic Normal) over latent topic space or could not infer topic distribution for a given document. To address these
limitations, we propose a neural topic modeling approach, called Bidirectional Adversarial Topic (BAT) model, which
represents the first attempt of applying bidirectional adversarial training for neural topic modeling. The proposed
BAT builds a two-way projection between the document-topic distribution and the document-word distribution. It
uses a generator to capture the semantic patterns from texts and an encoder for topic inference. Furthermore, to
incorporate word relatedness information, the Bidirectional Adversarial Topic model with Gaussian (Gaussian-BAT)
is extended from BAT. To verify the effectiveness of BAT and Gaussian-BAT, three benchmark corpora are used in our
experiments. The experimental results show that BAT and Gaussian-BAT obtain more coherent topics, outperforming
several competitive baselines. Moreover, when performing text clustering based on the extracted topics, our models
outperform all the baselines, with more significant improvements achieved by Gaussian-BAT where an increase of
near 6% is observed in accuracy.

Text Classification with Negative Supervision [Website][PDF]
Sora Ohashi, Junya Takayama, Tomoyuki Kajiwara, Chenhui Chu, and Yuki Arase 8:00-9:00

Advanced pre-trained models for text representation have achieved state-of-the-art performance on various text clas-
sification tasks. However, the discrepancy between the semantic similarity of texts and labelling standards affects
classifiers, i.e. leading to lower performance in cases where classifiers should assign different labels to semantically
similar texts. To address this problem, we propose a simple multitask learning model that uses negative supervision.
Specifically, our model encourages texts with different labels to have distinct representations. Comprehensive ex-
periments show that our model outperforms the state-of-the-art pre-trained model on both single- and multi-label
classifications, sentence and document classifications, and classifications in three different languages.

Tree-Structured Neural Topic Model [Website] [PDF]
Masaru Isonuma, Junichiro Mori, Danushka Bollegala, and Ichiro Sakata 8:00-9:00

This paper presents a tree-structured neural topic model, which has a topic distribution over a tree with an infinite
number of branches. Our model parameterizes an unbounded ancestral and fraternal topic distribution by applying
doubly-recurrent neural networks. With the help of autoencoding variational Bayes, our model improves data scala-
bility and achieves competitive performance when inducing latent topics and tree structures, as compared to a prior
tree-structured topic model (Blei et al., 2010). This work extends the tree-structured topic model such that it can be
incorporated with neural models for downstream tasks.
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Session 2A: Phonology, Morphology and Word Segmentation-1

A Graph Auto-encoder Model of Derivational Morphology [Website][PDF]
Valentin Hofmann, Hinrich Schiitze, and Janet Pierrehumbert 8:00-9:00

There has been little work on modeling the morphological well-formedness (MWEF) of derivatives, a problem judged to
be complex and difficult in linguistics. We present a graph auto-encoder that learns embeddings capturing informa-
tion about the compatibility of affixes and stems in derivation. The auto-encoder models MWF in English surprisingly
well by combining syntactic and semantic information with associative information from the mental lexicon.
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Session 2A: Question Answering-2

A Frame-based Sentence Representation for Machine Reading Comprehension [Website][PDF]
Shaoru Guo, Ru Li, Hongye Tan, Xiaoli Li, Yong Guan, Hongyan Zhao, and Yueping Zhang 8:00-9:00

Sentence representation (SR) is the most crucial and challenging task in Machine Reading Comprehension (MRC).
MRC systems typically only utilize the information contained in the sentence itself, while human beings can lever-
age their semantic knowledge. To bridge the gap, we proposed a novel Frame-based Sentence Representation (FSR)
method, which employs frame semantic knowledge to facilitate sentence modelling. Specifically, different from exist-
ing methods that only model lexical units (LUs), Frame Representation Models, which utilize both LUs in frame and
Frame-to-Frame (F-to-F) relations, are designed to model frames and sentences with attention schema. Our proposed
FSR method is able to integrate multiple-frame semantic information to get much better sentence representations.
Our extensive experimental results show that it performs better than state-of-the-art technologies on machine read-
ing comprehension task.

A Methodology for Creating Question Answering Corpora Using Inverse Data Annotation [Web-
site][PDF]

Jan Deriu, Katsiaryna Mlynchyk, Philippe Schldipfer, Alvaro Rodrigo, Dirk von Griinigen, Nicolas Kaiser,
Kurt Stockinger, Eneko Agirre, and Mark Cieliebak 8:00-9:00

In this paper, we introduce a novel methodology to efficiently construct a corpus for question answering over struc-
tured data. For this, we introduce an intermediate representation that is based on the logical query plan in a database,
called Operation Trees (OT). This representation allows us to invert the annotation process without loosing flexibil-
ity in the types of queries that we generate. Furthermore, it allows for fine-grained alignment of the tokens to the
operations. Thus, we randomly generate OTs from a context free grammar and annotators just have to write the ap-
propriate question and assign the tokens. We compare our corpus OTTA (Operation Trees and Token Assignment), a
large semantic parsing corpus for evaluating natural language interfaces to databases, to Spider and LC-QuaD 2.0 and
show that our methodology more than triples the annotation speed while maintaining the complexity of the queries.
Finally, we train a state-of-the-art semantic parsing model on our data and show that our dataset is a challenging
dataset and that the token alignment can be leveraged to significantly increase the performance.

Enhancing Answer Boundary Detection for Multilingual Machine Reading Comprehension [Web-
site][PDF]

Fei Yuan, Linjun Shou, Xuanyu Bai, Ming Gong, Yaobo Liang, Nan Duan, Yan Fu, and Daxin Jiang 8:00-
9:00

Multilingual pre-trained models could leverage the training data from a rich source language (such as English) to
improve performance on low resource languages. However, the transfer quality for multilingual Machine Reading
Comprehension (MRC) is significantly worse than sentence classification tasks mainly due to the requirement of MRC
to detect the word level answer boundary. In this paper, we propose two auxiliary tasks in the fine-tuning stage to
create additional phrase boundary supervision: (1) A mixed MRC task, which translates the question or passage to
other languages and builds cross-lingual question-passage pairs; (2) A language-agnostic knowledge masking task by
leveraging knowledge phrases mined from web. Besides, extensive experiments on two cross-lingual MRC datasets
show the effectiveness of our proposed approach.

Explicit Memory Tracker with Coarse-to-Fine Reasoning for Conversational Machine Reading [Web-
site][PDF]

Yifan Gao, Chien-Sheng Wu, Shafiq Joty, Caiming Xiong, Richard Socher, Irwin King, Michael Lyu, and
Steven C.H. Hoi 8:00-9:00
The goal of conversational machine reading is to answer user questions given a knowledge base text which may re-
quire asking clarification questions. Existing approaches are limited in their decision making due to struggles in
extracting question-related rules and reasoning about them. In this paper, we present a new framework of con-
versational machine reading that comprises a novel Explicit Memory Tracker (EMT) to track whether conditions
listed in the rule text have already been satisfied to make a decision. Moreover, our framework generates clarifica-
tion questions by adopting a coarse-to-fine reasoning strategy, utilizing sentence-level entailment scores to weight
token-level distributions. On the ShARC benchmark (blind, held-out) testset, EMT achieves new state-of-the-art re-
sults of 74.6% micro-averaged decision accuracy and 49.5 BLEU4. We also show that EMT is more interpretable by
visualizing the entailment-oriented reasoning process as the conversation flows. Code and models are released at
https://github.com/Yifan-Gao/explicit_memory_tracker.

Injecting Numerical Reasoning Skills into Language Models [Website][PDF]
Mor Geva, Ankit Gupta, and Jonathan Berant 8:00-9:00

Large pre-trained language models (LMs) are known to encode substantial amounts of linguistic information. How-
ever, high-level reasoning skills, such as numerical reasoning, are difficult to learn from a language-modeling objec-
tive only. Consequently, existing models for numerical reasoning have used specialized architectures with limited
flexibility. In this work, we show that numerical reasoning is amenable to automatic data generation, and thus one
can inject this skill into pre-trained LMs, by generating large amounts of data, and training in a multi-task setup.
We show that pre-training our model, GenBERT, on this data, dramatically improves performance on DROP (49.3 —>
72.3 F1), reaching performance that matches state-of-the-art models of comparable size, while using a simple and
general-purpose encoder-decoder architecture. Moreover, GenBERT generalizes well to math word problem datasets,
while maintaining high performance on standard RC tasks. Our approach provides a general recipe for injecting skills
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into large pre-trained LMs, whenever the skill is amenable to automatic data augmentation.

Learning to Identify Follow-Up Questions in Conversational Question Answering [Website][PDF]
Souvik Kundu, Qian Lin, and Hwee Tou Ng 8:00-9:00

Despite recent progress in conversational question answering, most prior work does not focus on follow-up ques-
tions. Practical conversational question answering systems often receive follow-up questions in an ongoing conver-
sation, and it is crucial for a system to be able to determine whether a question is a follow-up question of the current
conversation, for more effective answer finding subsequently. In this paper, we introduce a new follow-up question
identification task. We propose a three-way attentive pooling network that determines the suitability of a follow-up
question by capturing pair-wise interactions between the associated passage, the conversation history, and a can-
didate follow-up question. It enables the model to capture topic continuity and topic shift while scoring a particular
candidate follow-up question. Experiments show that our proposed three-way attentive pooling network outperforms
all baseline systems by significant margins.

Query Graph Generation for Answering Multi-hop Complex Questions from Knowledge Bases [Web-
site][PDF]
Yunshi Lan and Jing Jiang 8:00-9:00

Previous work on answering complex questions from knowledge bases usually separately addresses two types of com-
plexity: questions with constraints and questions with multiple hops of relations. In this paper, we handle both types
of complexity at the same time. Motivated by the observation that early incorporation of constraints into query graphs
can more effectively prune the search space, we propose a modified staged query graph generation method with more
flexible ways to generate query graphs. Our experiments clearly show that our method achieves the state of the art on
three benchmark KBQA datasets.
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Session 2A: Resources and Evaluation-2

Building a User-Generated Content North-African Arabizi Treebank: Tackling Hell [Website][PDF]
Djamé Seddah, Farah Essaidi, Amal Fethi, Matthieu Futeral, Benjamin Muller, Pedro Javier Ortiz Sudrez,
Benoit Sagot, and Abhishek Srivastava 8:00-9:00

We introduce the first treebank for a romanized user-generated content variety of Algerian, a North-African Arabic
dialect known for its frequent usage of code-switching. Made of 1500 sentences, fully annotated in morpho-syntax
and Universal Dependency syntax, with full translation at both the word and the sentence levels, this treebank is
made freely available. It is supplemented with 50k unlabeled sentences collected from Common Crawl and web-
crawled data using intensive data-mining techniques. Preliminary experiments demonstrate its usefulness for POS
tagging and dependency parsing. We believe that what we present in this paper is useful beyond the low-resource
language community. This is the first time that enough unlabeled and annotated data is provided for an emerging
user-generated content dialectal language with rich morphology and code switching, making it an challenging test-
bed for most recent NLP approaches.

Crawling and Preprocessing Mailing Lists At Scale for Dialog Analysis [Website][PDF]
Janek Bevendorff, Khalid Al Khatib, Martin Potthast, and Benno Stein 8:00-9:00

This paper introduces the Webis Gmane Email Corpus 2019, the largest publicly available and fully preprocessed
email corpus to date. We crawled more than 153 million emails from 14,699 mailing lists and segmented them into
semantically consistent components using a new neural segmentation model. With 96% accuracy on 15 classes of
email segments, our model achieves state-of-the-art performance while being more efficient to train than previous
ones. All data, code, and trained models are made freely available alongside the paper.

Fine-Grained Analysis of Cross-Linguistic Syntactic Divergences [Website][PDF]
Dmitry Nikolaev, Ofir Arviv, Taelin Karidi, Neta Kenneth, Veronika Mitnik, Lilja Maria Saeboe, and Omri
Abend 8:00-9:00

The patterns in which the syntax of different languages converges and diverges are often used to inform work on cross-
lingual transfer. Nevertheless, little empirical work has been done on quantifying the prevalence of different syntactic
divergences across language pairs. We propose a framework for extracting divergence patterns for any language pair
from a parallel corpus, building on Universal Dependencies. We show that our framework provides a detailed pic-
ture of cross-language divergences, generalizes previous approaches, and lends itself to full automation. We further
present a novel dataset, a manually word-aligned subset of the Parallel UD corpus in five languages, and use it to
perform a detailed corpus study. We demonstrate the usefulness of the resulting analysis by showing that it can help
account for performance patterns of a cross-lingual parser.

Generating Counter Narratives against Online Hate Speech: Data and Strategies [Website][PDF]
Serra Sinem Tekiroglu, Yi-Ling Chung, and Marco Guerini 8:00-9:00

Recently research has started focusing on avoiding undesired effects that come with content moderation, such as
censorship and overblocking, when dealing with hatred online. The core idea is to directly intervene in the discussion
with textual responses that are meant to counter the hate content and prevent it from further spreading. Accord-
ingly, automation strategies, such as natural language generation, are beginning to be investigated. Still, they suffer
from the lack of sufficient amount of quality data and tend to produce generic/repetitive responses. Being aware of
the aforementioned limitations, we present a study on how to collect responses to hate effectively, employing large
scale unsupervised language models such as GPT-2 for the generation of silver data, and the best annotation strate-
gies/neural architectures that can be used for data filtering before expert validation/post-editing.

KLE]: Comprehensive Benchmark for Polish Language Understanding [Website][PDF]
Piotr Rybak, Robert Mroczkowski, Janusz Tracz, and Ireneusz Gawlik 8:00-9:00

In recent years, a series of Transformer-based models unlocked major improvements in general natural language un-
derstanding (NLU) tasks. Such a fast pace of research would not be possible without general NLU benchmarks, which
allow for a fair comparison of the proposed methods. However, such benchmarks are available only for a handful
of languages. To alleviate this issue, we introduce a comprehensive multi-task benchmark for the Polish language
understanding, accompanied by an online leaderboard. It consists of a diverse set of tasks, adopted from existing
datasets for named entity recognition, question-answering, textual entailment, and others. We also introduce a new
sentiment analysis task for the e-commerce domain, named Allegro Reviews (AR). To ensure a common evaluation
scheme and promote models that generalize to different NLU tasks, the benchmark includes datasets from varying
domains and applications. Additionally, we release HerBERT, a Transformer-based model trained specifically for the
Polish language, which has the best average performance and obtains the best results for three out of nine tasks. Fi-
nally, we provide an extensive evaluation, including several standard baselines and recently proposed, multilingual
Transformer-based models.

Learning and Evaluating Emotion Lexicons for 91 Languages [Website][PDF]
Sven Buechel, Susanna Riicker, and Udo Hahn 8:00-9:00

Emotion lexicons describe the affective meaning of words and thus constitute a centerpiece for advanced sentiment
and emotion analysis. Yet, manually curated lexicons are only available for a handful of languages, leaving most lan-
guages of the world without such a precious resource for downstream applications. Even worse, their coverage is
often limited both in terms of the lexical units they contain and the emotional variables they feature. In order to break
this bottleneck, we here introduce a methodology for creating almost arbitrarily large emotion lexicons for any target
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language. Our approach requires nothing but a source language emotion lexicon, a bilingual word translation model,
and a target language embedding model. Fulfilling these requirements for 91 languages, we are able to generate rep-
resentationally rich high-coverage lexicons comprising eight emotional variables with more than 100k lexical entries
each. We evaluated the automatically generated lexicons against human judgment from 26 datasets, spanning 12 ty-
pologically diverse languages, and found that our approach produces results in line with state-of-the-art monolingual
approaches to lexicon creation and even surpasses human reliability for some languages and variables. Code and data
are available at https://github.com/JULIELab/MEmoLon archived under DOI 10.5281/zenodo.3779901.

Multi-Hypothesis Machine Translation Evaluation [Website][PDF]
Marina Fomicheva, Lucia Specia, and Francisco Guzmdn 8:00-9:00

Reliably evaluating Machine Translation (MT) through automated metrics is a long-standing problem. One of the
main challenges is the fact that multiple outputs can be equally valid. Attempts to minimise this issue include met-
rics that relax the matching of MT output and reference strings, and the use of multiple references. The latter has
been shown to significantly improve the performance of evaluation metrics. However, collecting multiple references
is expensive and in practice a single reference is generally used. In this paper, we propose an alternative approach:
instead of modelling linguistic variation in human reference we exploit the MT model uncertainty to generate mul-
tiple diverse translations and use these: (i) as surrogates to reference translations; (ii) to obtain a quantification of
translation variability to either complement existing metric scores or (iii) replace references altogether. We show that
for a number of popular evaluation metrics our variability estimates lead to substantial improvements in correlation
with human judgements of quality by up 15%.

Multimodal Quality Estimation for Machine Translation [Website][PDF]
Shu Okabe, Frédéric Blain, and Lucia Specia 8:00-9:00

We propose approaches to Quality Estimation (QE) for Machine Translation that explore both text and visual modali-
ties for Multimodal QE. We compare various multimodality integration and fusion strategies. For both sentence-level
and document-level predictions, we show that state-of-the-art neural and feature-based QE frameworks obtain better
results when using the additional modality.

PuzzLing Machines: A Challenge on Learning From Small Data [Website][PDF]
Gozde Giil Sahin, Yova Kementchedjhieva, Phillip Rust, and Iryna Gurevych 8:00-9:00

Deep neural models have repeatedly proved excellent at memorizing surface patterns from large datasets for vari-
ous ML and NLP benchmarks. They struggle to achieve human-like thinking, however, because they lack the skill
of iterative reasoning upon knowledge. To expose this problem in a new light, we introduce a challenge on learn-
ing from small data, PuzzLing Machines, which consists of Rosetta Stone puzzles from Linguistic Olympiads for high
school students. These puzzles are carefully designed to contain only the minimal amount of parallel text neces-
sary to deduce the form of unseen expressions. Solving them does not require external information (e.g., knowledge
bases, visual signals) or linguistic expertise, but meta-linguistic awareness and deductive skills. Our challenge con-
tains around 100 puzzles covering a wide range of linguistic phenomena from 81 languages. We show that both simple
statistical algorithms and state-of-the-art deep neural models perform inadequately on this challenge, as expected.
We hope that this benchmark, available at https://ukplab.github.io/PuzzLing-Machines/, inspires further efforts to-
wards a new paradigm in NLP—one that is grounded in human-like reasoning and understanding.

The SOFC-Exp Corpus and Neural Approaches to Information Extraction in the Materials Science

Domain [Website][PDF]
Annemarie Friedrich, Heike Adel, Federico Tomazic, Johannes Hingerl, Renou Benteau, Anika Mar-
usczyk, and Lukas Lange 8:00-9:00

This paper presents a new challenging information extraction task in the domain of materials science. We develop an
annotation scheme for marking information on experiments related to solid oxide fuel cells in scientific publications,
such as involved materials and measurement conditions. With this paper, we publish our annotation guidelines, as
well as our SOFC-Exp corpus consisting of 45 open-access scholarly articles annotated by domain experts. A corpus
and an inter-annotator agreement study demonstrate the complexity of the suggested named entity recognition and
slot filling tasks as well as high annotation quality. We also present strong neural-network based models for a variety
of tasks that can be addressed on the basis of our new data set. On all tasks, using BERT embeddings leads to large
performance gains, but with increasing task complexity, adding a recurrent neural network on top seems beneficial.
Our models will serve as competitive baselines in future work, and analysis of their performance highlights difficult
cases when modeling the data and suggests promising research directions.

The TechQA Dataset [Website][PDF]
Vittorio Castelli, Rishav Chakravarti, Saswati Dana, Anthony Ferritto, Radu Florian, Martin Franz, Di-
nesh Garg, Dinesh Khandelwal, Scott McCarley, Michael McCawley, Mohamed Nasr, Lin Pan, Cezar Pen-
dus, John Pitrelli, Saurabh Pujar, Salim Roukos, Andrzej Sakrajda, Avi Sil, Rosario Uceda-Sosa, Todd
Ward, and Rong Zhang 8:00-9:00

We introduce TECHQA, a domain-adaptation question answering dataset for the technical support domain. The
TECHQA corpus highlights two real-world issues from the automated customer support domain. First, it contains
actual questions posed by users on a technical forum, rather than questions generated specifically for a competition
or a task. Second, it has a real-world size — 600 training, 310 dev, and 490 evaluation question/answer pairs — thus
reflecting the cost of creating large labeled datasets with actual data. Hence, TECHQA is meant to stimulate research
in domain adaptation rather than as a resource to build QA systems from scratch. TECHQA was obtained by crawling
the IBMDeveloper and DeveloperWorks forums for questions with accepted answers provided in an IBM Technote—a
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technical document that addresses a specific technical issue. We also release a collection of the 801,998 Technotes
available on the web as of April 4, 2019 as a companion resource that can be used to learn representations of the IT
domain language.

iSarcasm: A Dataset of Intended Sarcasm [Website][PDF]
Silviu Oprea and Walid Magdy 8:00-9:00

We consider the distinction between intended and perceived sarcasm in the context of textual sarcasm detection.
The former occurs when an utterance is sarcastic from the perspective of its author, while the latter occurs when
the utterance is interpreted as sarcastic by the audience. We show the limitations of previous labelling methods in
capturing intended sarcasm and introduce the iSarcasm dataset of tweets labeled for sarcasm directly by their au-
thors. Examining the state-of-the-art sarcasm detection models on our dataset showed low performance compared
to previously studied datasets, which indicates that these datasets might be biased or obvious and sarcasm could be a
phenomenon under-studied computationally thus far. By providing the iSarcasm dataset, we aim to encourage future
NLP research to develop methods for detecting sarcasm in text as intended by the authors of the text, not as labeled
under assumptions that we demonstrate to be sub-optimal.
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Session 2A Semantics: Sentence Level-1

AMR Parsing via Graph-Sequence Iterative Inference [Website][PDF]
Deng Cai and Wai Lam 8:00-9:00

We propose a new end-to-end model that treats AMR parsing as a series of dual decisions on the input sequence and
the incrementally constructed graph. At each time step, our model performs multiple rounds of attention, reason-
ing, and composition that aim to answer two critical questions: (1) which part of the input sequence to abstract; and
(2) where in the output graph to construct the new concept. We show that the answers to these two questions are
mutually causalities. We design a model based on iterative inference that helps achieve better answers in both per-
spectives, leading to greatly improved parsing accuracy. Our experimental results significantly outperform all previ-
ously reported SMATCH scores by large margins. Remarkably, without the help of any large-scale pre-trained language
model (e.g., BERT), our model already surpasses previous state-of-the-art using BERT. With the help of BERT, we can
push the state-of-the-art results to 80.2% on LDC2017T10 (AMR 2.0) and 75.4% on LDC2014T12 (AMR 1.0).

77


https://virtual.acl2020.org/paper_main.119.html
https://www.aclweb.org/anthology/2020.acl-main.119.pdf

Session 2A UTC+0

Session 2A: Student Research Workshop

Topic Balancing with Additive Regularization of Topic Models [Website][PDF]
Eugeniia Veselova and Konstantin Vorontsov 8:00-9:00

This article proposes a new approach for building topic models on unbalanced collections in topic modelling, based
on the existing methods and our experiments with such methods. Real-world data collections contain topics in var-
ious proportions, and often documents of the relatively small theme become distributed all over the larger topics
instead of being grouped into one topic. To address this issue, we design a new regularizer for Theta and Phi matrices
in probabilistic Latent Semantic Analysis (pLSA) model. We make sure this regularizer increases the quality of topic
models, trained on unbalanced collections. Besides, we conceptually support this regularizer by our experiments.

Combining Subword Representations into Word-level Representations in the Transformer Architec-
ture [Website][PDF]
Noe Casas, Marta R. Costa-jussa, and José A. R. Fonollosa 8:00-9:00

In Neural Machine Translation, using word-level tokens leads to degradation in translation quality. The dominant ap-
proaches use subword-level tokens, but this increases the length of the sequences and makes it difficult to profit from
word-level information such as POS tags or semantic dependencies. We propose a modification to the Transformer
model to combine subword-level representations into word-level ones in the first layers of the encoder, reducing the
effective length of the sequences in the following layers and providing a natural point to incorporate extra word-level
information. Our experiments show that this approach maintains the translation quality with respect to the normal
Transformer model when no extra word-level information is injected and that it is superior to the currently dominant
method for incorporating word-level source language information to models based on subword-level vocabularies.

Zero-shot North Korean to English Neural Machine Translation by Character Tokenization and
Phoneme Decomposition [Website][PDF]
Huwichan Kim, Tosho Hirasawa, and Mamoru Komachi 8:00-9:00

The primary limitation of North Korean to English translation is the lack of a parallel corpus; therefore, high trans-
lation accuracy cannot be achieved. To address this problem, we propose a zero-shot approach using South Korean
data, which are remarkably similar to North Korean data. We train a neural machine translation model after tokeniz-
ing a South Korean text at the character level and decomposing characters into phonemes.We demonstrate that our
method can effectively learn North Korean to English translation and improve the BLEU scores by +1.01 points in
comparison with the baseline.

Media Bias, the Social Sciences, and NLP: Automating Frame Analyses to Identify Bias by Word
Choice and Labeling [Website][PDF]
Felix Hamborg 8:00-9:00

Media bias can strongly impact the public perception of topics reported in the news. A difficult to detect, yet powerful
form of slanted news coverage is called bias by word choice and labeling (WCL). WCL bias can occur, for example,
when journalists refer to the same semantic concept by using different terms that frame the concept differently and
consequently may lead to different assessments by readers, such as the terms “freedom fighters” and “terrorists,” or
“gun rights” and “gun control.” In this research project, I aim to devise methods that identify instances of WCL bias
and estimate the frames they induce, e.g., not only is “terrorists” of negative polarity but also ascribes to aggression
and fear. To achieve this, I plan to research methods using natural language processing and deep learning while
employing models and using analysis concepts from the social sciences, where researchers have studied media bias
for decades. The first results indicate the effectiveness of this interdisciplinary research approach. My vision is to
devise a system that helps news readers to become aware of the differences in media coverage caused by bias.
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Session 2A: Summarization-1

A Large-Scale Multi-Document Summarization Dataset from the Wikipedia Current Events Portal
[Website][PDF]

Demian Gholipour Ghalandari, Chris Hokamp, Nghia The Pham, John Glover, and Georgiana Ifrim
8:00-9:00

Multi-document summarization (MDS) aims to compress the content in large document collections into short sum-
maries and has important applications in story clustering for newsfeeds, presentation of search results, and timeline
generation. However, there is a lack of datasets that realistically address such use cases at a scale large enough for
training supervised models for this task. This work presents a new dataset for MDS that is large both in the total
number of document clusters and in the size of individual clusters. We build this dataset by leveraging the Wikipedia
Current Events Portal (WCEP), which provides concise and neutral human-written summaries of news events, with
links to external source articles. We also automatically extend these source articles by looking for related articles in
the Common Crawl archive. We provide a quantitative analysis of the dataset and empirical results for several state-
of-the-art MDS techniques.

Attend, Translate and Summarize: An Efficient Method for Neural Cross-Lingual Summarization
[Website] [PDF]
Junnan Zhu, Yu Zhou, Jiajun Zhang, and Chengqing Zong 8:00-9:00

Cross-lingual summarization aims at summarizing a document in one language (e.g., Chinese) into another language
(e.g., English). In this paper, we propose a novel method inspired by the translation pattern in the process of obtaining
across-lingual summary. We first attend to some words in the source text, then translate them into the target language,
and summarize to get the final summary. Specifically, we first employ the encoder-decoder attention distribution to
attend to the source words. Second, we present three strategies to acquire the translation probability, which helps
obtain the translation candidates for each source word. Finally, each summary word is generated either from the
neural distribution or from the translation candidates of source words. Experimental results on Chinese-to-English
and English-to-Chinese summarization tasks have shown that our proposed method can significantly outperform the
baselines, achieving comparable performance with the state-of-the-art.

Examining the State-of-the-Art in News Timeline Summarization [Website][PDF]
Demian Gholipour Ghalandari and Georgiana Ifrim 8:00-9:00

Previous work on automatic news timeline summarization (TLS) leaves an unclear picture about how this task can
generally be approached and how well it is currently solved. This is mostly due to the focus on individual subtasks,
such as date selection and date summarization, and to the previous lack of appropriate evaluation metrics for the full
TLS task. In this paper, we compare different TLS strategies using appropriate evaluation frameworks, and propose
a simple and effective combination of methods that improves over the stateof-the-art on all tested benchmarks. For
a more robust evaluation, we also present a new TLS dataset, which is larger and spans longer time periods than
previous datasets.

Improving Truthfulness of Headline Generation [Website][PDF]
Kazuki Matsumaru, Sho Takase, and Naoaki Okazaki 8:00-9:00

Most studies on abstractive summarization report ROUGE scores between system and reference summaries. How-
ever, we have a concern about the truthfulness of generated summaries: whether all facts of a generated summary are
mentioned in the source text. This paper explores improving the truthfulness in headline generation on two popu-
lar datasets. Analyzing headlines generated by the state-of-the-art encoder-decoder model, we show that the model
sometimes generates untruthful headlines. We conjecture that one of the reasons lies in untruthful supervision data
used for training the model. In order to quantify the truthfulness of article-headline pairs, we consider the textual
entailment of whether an article entails its headline. After confirming quite a few untruthful instances in the datasets,
this study hypothesizes that removing untruthful instances from the supervision data may remedy the problem of the
untruthful behaviors of the model. Building a binary classifier that predicts an entailment relation between an article
and its headline, we filter out untruthful instances from the supervision data. Experimental results demonstrate that
the headline generation model trained on filtered supervision data shows no clear difference in ROUGE scores but
remarkable improvements in automatic and manual evaluations of the generated headlines.

SUPERT: Towards New Frontiers in Unsupervised Evaluation Metrics for Multi-Document Summa-
rization [Website] [PDF]
Yang Gao, Wei Zhao, and Steffen Eger 8:00-9:00

We study unsupervised multi-document summarization evaluation metrics, which require neither human-written
reference summaries nor human annotations (e.g. preferences, ratings, etc.). We propose SUPERT, which rates the
quality of a summary by measuring its semantic similarity with a pseudo reference summary, i.e. selected salient
sentences from the source documents, using contextualized embeddings and soft token alignment techniques. Com-
pared to the state-of-the-art unsupervised evaluation metrics, SUPERT correlates better with human ratings by 18-
39%. Furthermore, we use SUPERT as rewards to guide a neural-based reinforcement learning summarizer, yielding
favorable performance compared to the state-of-the-art unsupervised summarizers. All source code is available at
https://github.com/yg211/acl20-ref-free-eval.

Self-Attention Guided Copy Mechanism for Abstractive Summarization [Website][PDF]
Song Xu, Haoran Li, Peng Yuan, Youzheng Wu, Xiaodong He, and Bowen Zhou 8:00-9:00
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Copy module has been widely equipped in the recent abstractive summarization models, which facilitates the de-
coder to extract words from the source into the summary. Generally, the encoder-decoder attention is served as the
copy distribution, while how to guarantee that important words in the source are copied remains a challenge. In this
work, we propose a Transformer-based model to enhance the copy mechanism. Specifically, we identify the impor-
tance of each source word based on the degree centrality with a directed graph built by the self-attention layer in the
Transformer. We use the centrality of each source word to guide the copy process explicitly. Experimental results show
that the self-attention graph provides useful guidance for the copy distribution. Our proposed models significantly
outperform the baseline methods on the CNN/Daily Mail dataset and the Gigaword dataset.

80



UTC+0 Monday, July 6, 2020

Demo Session 2B

Time: 8:45-9:30

Personalized PageRank with Syntagmatic Information for Multilingual Word Sense Disambiguation
[Website][PDF]
Federico Scozzafava, Marco Maru, Fabrizio Brignone, Giovanni Torrisi, and Roberto Navigli

Exploiting syntagmatic information is an encouraging research focus to be pursued in an effort to close the gap be-
tween knowledge-based and supervised Word Sense Disambiguation (WSD) performance. We follow this direction in
our next-generation knowledge-based WSD system, SyntagRank, which we make available via a Web interface and a
RESTful APIL. SyntagRank leverages the disambiguated pairs of co-occurring words included in SyntagNet, a lexical-
semantic combination resource, to perform state-of-the-art knowledge-based WSD in a multilingual setting. Our
service provides both a user-friendly interface, available at http://syntagnet.org/, and a RESTful endpoint to query
the system programmatically (accessible at http://api.syntagnet.org/).
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